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SUMMARY

The traditional Optimality Criteria (OC) update in topology optimization suffers from slow convergence, thereby requiring a large number of iterations to result in only a small improvement in the performance and design. To address this problem, we propose to use a novel fixed-point formulation of the OC update to accelerate the convergence. Such strategies can achieve higher convergence rates without overly complexifying the update process.

In this thesis, we first provide some mathematical background on fixed-point iteration methods. Then, based on theoretical analysis and numerical experiments, we analyze these methods’ respective advantages and drawbacks in the context of topology optimization. The analysis focuses on the methods’ design update stability, effectiveness in reducing the design cycles, computational cost, and robustness. Through numerical studies, we found one of the methods, called Periodic Anderson Extrapolation (PAE), is the most stable, effective, economic, and robust approach to speed up OC’s convergence. The overall update is named Periodically Anderson Extrapolated Optimality Criteria (PAE-OC).

Via several 2D and 3D benchmarks, we demonstrate that the PAE-OC can effectively reduce both the number of iterations and computation time. In addition, this scheme shows good robustness with respect to the change of boundary conditions, problem sizes, and parameters. Finally, we show the scalability of the PAE-OC through a 3D problem consisting of more than 3 million degrees of freedom.
CHAPTER 1
INTRODUCTION

1.1 Motivation

Topology optimization has been used in the design of aeroplanes, vehicles, and even architecture. It allows engineers to obtain designs with optimized performance and minimized costs. Topology optimization can be realized via several approaches, including the density-based method, level set method, topological derivative [1]. Among them, the most popular is the density method with the Simplified Isotropic Material with Penalization (SIMP) approach [2]. Using the SIMP approach, the problem is formulated as a nonlinear programming problem, which is solved by sequential convex programming. Among the most popular convex approximation methods are the first-order Optimality Criteria (OC) method and the Method of Moving Asymptotes (MMA) [3], which use Taylor expansion with respect to some intermediate variables to formulate the convex programming subproblem [4]. The subproblem is solved to update the design variables, which in turn becomes the Taylor expansion point for formulating the next subproblem, and hopefully this iterative procedure converges [4, 5].

In the standard setup, the SIMP approach usually demands hundreds or even thousands of optimization iterations to acquire a converged design, and each iteration requires solving the linear system of equilibrium [6]. Furthermore, the linear system is ill-conditioned due to the high contrast ratio of the densities (e.g. $10^9$), which is problematic for the iterative solvers. These features result in the high computation cost of topology optimization, and therefore, reducing the cost remains a challenge in the community [6].

To achieve the cost reduction, various approaches have been proposed. These remedies, according to their targets, can be divided into two categories: 1. those aiming to reduce the
number of design cycles, see, for instance [7, 8, 9, 10, 11, 12], and 2. those aiming to reduce the cost of solving the linear system with iterative solvers, see, for instance [13, 14, 15, 16, 17, 18]. This study belongs to the first type which aims to develop update schemes with high convergence rates. It should be noted that analogous schemes can be used to accelerate the linear solver for large systems in parallel computations [19, 20]. The need for such schemes comes from the fact that the OC or MMA requires a large number of design cycles to achieve an optimized and stable design. Worse still, after the first few steps, the large number of subsequent design cycles result in only a slight improvement of the objective, although the geometric change of the design can be large [1, 4, 5]. Since each iteration requires solving a linear system, the overall process becomes extremely inefficient.

![Diagram](image1.png)

Figure 1.1: Design Domain and Results of a MBB beam with a concentrated load (Ex. 1)
To illustrate the inefficiency, consider the two MBB beam problems shown in Figure 1.1a and Figure 1.2a. The first MBB beam is subjected to a concentrated load, and the second one is subjected to a distributed load. We use the top88 code [21] to solve both problems, with a 200 × 100 mesh, a penalization parameter of 3, the sensitivity filter, and a maximum number of iterations of 400. We hope to demonstrate the slow convergence from three perspectives: the design evolution, the objective improvement, and the density change.
Example 1: MBB beam with a concentrated load

Figure 1.1b shows the design boundaries by a 0.5 density cut-off at the 30th step (red) and the final 400th step (blue), which indicates that the last 370 iterations only contribute to the slight geometric adjustment. Figure 1.1c is the zoomed-in plot of the objective history, and the 2 dash lines correspond to the values at the 30th step (137.0) and 400th step (134.7). If the 400th step value is set as a standard, the 370 steps lead to only a 2% improvement in the objective. Figure 1.1d shows the root mean square (RMS) of the stepwise density difference. As can be seen, the decline rate after the 30th iteration is much lower than that in the first 30 iterations. To conclude, 92.5% cost results in the small change of the design and the 2% gain in performance.

Example 2: MBB beam with a distributed load

Figure 1.2b and Figure 1.2c show the design at the 60th and 400th iteration. The major difference between the designs is in the red dash boxes where the gray areas are dissipating gradually and evolving to the black and white designs. Figure 1.2d shows the zoomed-in objective history plot, and the 2 dash lines match the value at the 60th step ($2.04 \times 10^6$) and 400th step ($2.00 \times 10^6$). Again, the objective improves only 2% at the expense of 340 iterations. Figure 1.2e shows the history of the density change, which drops much more slowly after the 60th step than before. In this example, 85% cost leads to the dissipation of the local gray regions and the 2% improvement of the objective.

The two examples reveal that after the first few iterations, the convergence becomes slow in the geometric change of the design, the improvement of the objective, and the decline of the density change. In the hope of accelerating the convergence, several second-order approaches have been proposed.

Quite a few studies focus on incorporating second-order information with several versions of the MMA, including the original MMA [3], the Global Convergent MMA (GCMMA) [22], and the Gradient Based MMA (GBMMA) [23]. Smaoui et al. [7] and Fleury [8]
showed that the asymptotes of the MMA can be automatically chosen by considering the diagonal elements of the Hessian. Such second order method was tested on benchmark problems including the cantilever beam cross-section optimization problem, the 2-bar truss problem, and the 10-bar truss problem, whose objectives and constraints are explicitly known with respect to the design variables, which makes the exact Hessian computable. The GCMMA2 makes use of the diagonal Hessian elements to determine the coefficients of the GCMMA, but the global convergent property is lost [24]. In the case that the Hessian is not computable or too expensive to evaluate, Duysinx [9] proposed a generalized MMA (GMMA) algorithm that takes into account the second-order information by using a modified BFGS algorithm to update the diagonal approximated Hessian. By means of a topology optimization problem of size $40 \times 26$, it is shown to have a higher convergence rate near the optimum than the reciprocal variable method, but whether this approach works for larger problems is unclear. Similarly to GCMMA2, a GBMMA2 method computes the approximated diagonal Hessian by taking the backward difference of the first order derivatives at the two consecutive steps [10]. However, to the best of author’s knowledge, these second order MMA methods have yet to be demonstrated to be efficient for large scale topology optimization problems.

Other second-order schemes include the general-purpose sequential quadratic programming (SQP) and the interior point algorithm. Susana et al. [11] proposed a SQP algorithm (TopSQP) for topology optimization, which was tested with 2D problems with a maximum mesh size of $120 \times 60$ against other versions of SQP algorithms, interior point algorithms, and the GCMMA. The performance of the methods was evaluated using the performance profile [25]. According to the results, the proposed TopSQP algorithm tends to produce designs with lower objectives and fewer number of iterations than the others [11]. However, it is not as competitive in terms of computational time, indicating the step-wise cost is relatively high. On the other hand, another SQP solver, SNOPT [26], performs the best in both the number of iterations and computational time. Susana et al. [27] benchmarked quite
a few optimization solvers for topology optimization, including the interior point method in Matlab’s FMINCON [28], SQP solver SNOPT [26], interior point solver IPOPT [29], OC, MMA, and GCMMA. These methods were tested on the 2D minimum compliance problem, minimum volume problem, and compliant mechanism. The maximum mesh size of the minimum compliance problem is $400 \times 100$. The result of the minimum compliance problems shows that the OC and the nested-formulation SQP solver (SNOPT-N) are the most efficient in terms of computational time, although the first-order OC consumes more iterations than the SNOPT. These studies show the SNOPT with nested formulation is competitive in both computational time and the number of iterations, but whether it is scalable for 3D problems remains in question. Susana et al. [12] proposed an interior point algorithm TopIP to solve 3D compliance minimization problems of 1 million elements with iterative linear solvers. The tested problems have a density contrast ratio of $10^3$, which is much smaller than the common practice of $10^9$ and eases the difficulty of solving the linear system. Nevertheless, the algorithm achieves a relatively small and size-independent number of design cycles. The TopIP costs more time for solving medium-size problems than the first-order GCMMA, and less when the size becomes larger. The main challenge of the interior point method is solving the saddle-point system to obtain the search direction [12]. Despite its relative complexity to first-order methods, the algorithm reveals better scalability compared to GCMMA. However, its effectiveness under higher contrast ratios and its relative performance compared to the classic OC are unknown.

The inefficiency of first-order methods and some limitations of the existing second-order methods motivate the focus of this study: developing an effective, fairly simple, and scalable update approach to speed up the convergence. To this end, we resort to fixed-point iteration techniques to accelerate the convergence on top of the standard OC update. While the second-order methods have been studied quite a bit, the idea of combining fixed-point acceleration techniques with a simple update method (e.g. the OC update) has not been investigated in the topology optimization field. Such strategy has the potential to achieve a
high convergence rate while retaining the OC’s simplicity. The latter feature makes room for the scalability that some existing second-order methods lack.

The basic idea of this strategy is to view the optimization update (here, the standard OC update) as a fixed-point problem in which we hope to find the fixed point of the update mapping. In this context, we seize to incorporate fixed-point iteration techniques to develop an efficient and scalable update method.

1.2 Thesis Organization

This thesis is organized as the following. Chapter 2 briefly introduces several fixed-point iteration methods and their mathematical backgrounds. Chapter 3 illustrates how the topology optimization problem can be treated as a fixed-point problem and analyzes the pros and cons of each fixed-point iteration methods in the context of topology optimization. The PAE-OC scheme is also proposed. Chapter 4 demonstrates the convergence speedup of the proposed method via several 2D and 3D numerical examples. Finally, Chapter 5 summarizes the conclusions and proposes directions for further studies.
CHAPTER 2
FIXED-POINT ITERATION METHODS: BACKGROUND

This chapter introduces several well-established fixed-point iteration methods, including the simple mixing, Newton’s method, Broyden’s method [30], Anderson mixing [31], and the Periodic Anderson Extrapolation (PAE).

2.1 Fixed-Point Iteration

Consider a mapping $g : \mathbb{R}^n \rightarrow \mathbb{R}^n$, $x^*$ is the fixed point of $g$ if $x^* = g(x^*)$. If this format is used as an iteration procedure, i.e. $x_{k+1} = g(x_k)$, then it is called the fixed-point iteration, and hopefully the sequence converges to the fixed point of $g$, i.e. $x_k \rightarrow x^*$ as $k \rightarrow \infty$. A sufficient condition for convergence is that the $g$ is a contraction mapping within some closed subset of $\mathbb{R}^n$. Under this condition, the fixed-point of $g$ is unique [32]. We refer the readers to [32] for the detail and proof of this theorem.

Fixed-point iteration is widely-used to solve nonlinear equations $f(x) = 0$, in which we hope to construct a mapping $g$ whose fixed point is also the solution to $f(x) = 0$, i.e. $x^* = g(x^*)$ and $f(x^*) = 0$. Here, we introduce several well-known fixed-point iteration methods.

To avoid potential ambiguity, $f(x) = 0$ represents the target equation to be solved, $x = g(x)$ denotes the related fixed-point form that has the same root, and $f_k = f(x_k)$ denotes the function value evaluated at $x_k$. 
2.2 Simple Mixing

Simple mixing defines the fixed-point iteration as:

\[ x_{k+1} = x_k + \alpha f_k \]  \hspace{1cm} (2.1)

where the scalar \( \alpha \) is the mixing parameter that can vary from one iteration to another [33].

This scheme has a very simple structure: a linear mix of the variable and function value at the current step. The benefit of this simplicity can be amplified in parallel computing if the function evaluation is a local operation that does not require global inter-processor communications. Despite its simple structure, the method usually consumes many more iterations to converge compared to more sophisticated methods [33], if it converges.

Simple mixing is also known as Richardson iteration in the context of linear systems, where \( f_k = b - Ax_k \) is the residual at the \( k \)th step. If the linear system is positive definite, then simple mixing is the same as the steepest descent method with step size \( \alpha \).

2.3 Newton’s Method

Newton’s method can be viewed as a fixed-point iteration, and it has the following expression:

\[ x_{k+1} = x_k - J(x_k)^{-1} f_k \]  \hspace{1cm} (2.2)

where \( J(x_k)^{-1} \) is the inverse of the Jacobian matrix evaluated at \( x_k \).

Newton’s method possesses quadratic convergence locally [32], but in many applications, \( J(x_k) \) is either too expensive to evaluate or not explicitly computable, and solving \( J(x_k)z = f_k \) also increases the cost considerably.
2.4 Quasi-Newton Methods

Quasi-Newton methods avoids computing $J(x_k)$ or solving $J(x_k)z = f_k$ and require only one function evaluation in each nonlinear iterate [33]. Here, we briefly introduce two quasi-Newton methods: Broyden’s method and Anderson mixing.

Quasi Newton methods usually have the following form:

$$x_{k+1} = x_k - J_k^{-1} f_k$$  \hspace{1cm} (2.3)

or

$$x_{k+1} = x_k - G_k f_k$$  \hspace{1cm} (2.4)

where $J_k$ and $G_k$ are some kind of approximation to the Jacobian matrix and the inverse of the Jacobian matrix at the $k$th step, respectively.

Standard quasi-Newton methods require the following secant condition [34]:

$$J_{k+1} \Delta x_k = \Delta f_k$$  \hspace{1cm} (2.5)

or

$$G_{k+1} \Delta f_k = \Delta x_k$$  \hspace{1cm} (2.6)

where $\Delta x_k = x_{k+1} - x_k$ and $\Delta f_k = f_{k+1} - f_k$.

The above $n$ equations can not uniquely determine $J_{k+1}$ or $G_{k+1}$, which has $n^2$ unknowns, and different quasi-Newton methods have different ways to construct $J_{k+1}$ or $G_{k+1}$.
2.4.1 Broyden’s Method

Broyden’s method can be obtained by further imposing the no-change condition [34]:

\[ J_{k+1}z = J_kz \quad \forall z : z^T \Delta x_k = 0 \]  

(2.7)

With this condition, the expression can be uniquely determined as [34]:

\[ J_{k+1} = J_k + (\Delta f_k - J_k \Delta x_k) \frac{\Delta x_k^T}{\Delta x_k^T \Delta x_k} \]  

(2.8)

Since the numerator of the second term is an outer product of two vectors, this update is essentially a rank-1 update, and the secant condition (2.5) can be verified by substitution.

From another perspective, it is shown that Broyden’s update (2.8) can also be obtained by minimizing \( ||J_{k+1} - J_k||_F \) with respect to the elements of \( J_{k+1} \) [35], which implies Broyden’s method (2.8) alters \( J_k \) to a “minimal”, while satisfying the secant condition.

Knowing (2.3) and (2.5), the expression (2.8) can be written as:

\[ J_{k+1} = J_k + \frac{f_{k+1} \Delta x_k^T}{\Delta x_k^T \Delta x_k} \]

In the form of the approximated inverse Jacobian \( G_{k+1} \), a similar formula can be obtained by minimizing \( ||G_{k+1} - G_k||_F \) subjected to (2.6) [34]:

\[ G_{k+1} = G_k + (\Delta x_k - G_k \Delta f_k) \frac{\Delta f_k^T}{\Delta f_k^T \Delta f_k} \]  

(2.9)

Similarly, an equivalent expression is:

\[ G_{k+1} = G_k (I - \frac{f_{k+1} \Delta f_k^T}{\Delta f_k^T \Delta f_k}) \]
Fang et al. [34] generalized the Broyden’s method by imposing the secant condition (2.5) or (2.6) and the no-change condition (2.7) to the previous \( m \) consecutive steps instead of just one, and put forward the corresponding rank-\( m \) update. We refer the readers to [34] for further studies.

### 2.4.2 Anderson Mixing

Anderson mixing, which is the same as Pulay mixing and the nonlinear GMRES method [36], makes use of the current and previous steps to extrapolate the next iterate. It is a linear combination of the variables \( x \) and function values \( f(x) \) of the previous \( m \) steps [34]. To illustrate the idea, we use the same notation and expression as in [34].

First, define the weighted average of the variables and function values of the previous \( m \) steps as:

\[
\bar{x}_k = \sum_{j=k-m+1}^{k} w_j x_j = x_k - \sum_{j=k-m}^{k-1} \gamma^{(k)}_j \Delta x_j = x_k - X_k \gamma_k
\]

\[
\bar{f}_k = \sum_{j=k-m+1}^{k} w_j f_j = f_k - \sum_{j=k-m}^{k-1} \gamma^{(k)}_j \Delta f_j = f_k - F_k \gamma_k
\]

where \( \Delta x_i = x_{j+1} - x_j, \Delta f_j = f_{j+1} - f_j, X_k = [\Delta x_{k-m}, ..., \Delta x_{k-1}], F_k = [\Delta f_{k-m}, ..., \Delta f_{k-1}], \) and \( \gamma_k = [\gamma^{(k)}_{k-m}, ..., \gamma^{(k)}_{k-1}] \).

The key components to be determined are the weights, or equivalently, the coefficients \( \gamma_k = [\gamma^{(k)}_{k-m}, ..., \gamma^{(k)}_{k-1}] \). They are obtained by minimizing \( ||\bar{f}_k||_2 = ||f_k - F_k \gamma_k||_2 \), which sets the gradient to 0 and results in solving the following linear system:

\[
(F_k^T F_k) \gamma_k = F_k^T f_k \quad (2.10)
\]
The expression of the Anderson mixing update is:

\[
x_{k+1} = \bar{x}_k + \beta \bar{f}_k
\]

\[
x_{k+1} = x_k + \beta f_k - (X_k + \beta F_k)\gamma_k
\]

\[
x_{k+1} = x_k + \beta f_k - (X_k + \beta F_k)(F^T_k F_k)^{-1}F^T_k f_k
\]

where the scalar \( \beta \) is the assigned mixing parameter and is usually determined heuristically [36].

When no previous steps are considered, i.e. \( m = 0 \), the Anderson mixing becomes the simple mixing with \( \beta \) being the mixing parameter. When \( m \) is not 0, we need to invert the \( m \) by \( m \) matrix \( F^T_k F_k \), which is often ill-conditioned, but can be computed using the Moore-Penrose pseudoinverse [19].

From the quasi-Newton method’s perspective, the approximated inverse Jacobian of the Anderson mixing is:

\[
G_{k+1} = -\beta I + (X_k + \beta F_k)(F^T_k F_k)^{-1}F^T_k
\]

By substitution, it can be shown that (2.12) satisfies the secant condition (2.6) for the previous \( m \) consecutive steps, i.e.

\[
G_{k+1} F_k = X_k
\]

Similar to the Broyden’s method, the expression for \( G_{k+1} \) can also be obtained by minimizing \( ||G_{k+1} + \beta I||_F \) with respect to the terms of \( G_{k+1} \) subjected to (2.13) [34], which indicates that Anderson mixing implicitly formulates an approximated inverse Jacobian that is “closest” to a scaled identity matrix.

In the context of linear systems, it is shown that Anderson mixing with \( m = k \), i.e. all histories are considered, is essentially equivalent to the GMRES [37].
2.5 Periodic Anderson Extrapolation (PAE): a mixed method

In large-scale applications, applying quasi-Newton updates in every step can be expensive. One cure to this problem is to apply a quasi-Newton method periodically, and between the two quasi-Newton steps, simple update strategies (e.g. simple mixing) are used.

Here, we introduce the Periodic Anderson Extrapolation method, which is referred to as periodic Pulay [38] in electronic structure calculations and Alternating Anderson-Richardson (AAR) for linear systems [20]. In the latter scenario, it is shown that the AAR has better parallel scalability than the CG and GMRES method [20].

The PAE method applies Anderson mixing every $q$ steps and uses simple mixing for the interval steps. The update scheme has the following expression:

$$
\mathbf{x}_{k+1} = \begin{cases} 
\mathbf{x}_k + \alpha \mathbf{f}_k, & \text{if } k \pmod q \neq 0 \\
\mathbf{x}_k + \beta \mathbf{f}_k - (\mathbf{X}_k + \beta \mathbf{F}_k)(\mathbf{F}_k^T \mathbf{F}_k)^{-1} \mathbf{F}_k^T \mathbf{f}_k, & \text{if } k \pmod q = 0
\end{cases}
$$

(2.14)

where $q$ is the preset period of applying the Anderson mixing.

An apparent advantage of this scheme is the reduction in the computation cost due to the simple mixing steps while retaining the higher convergence rate from the Anderson mixing steps to some extent. We refer the readers to [19, 20, 38] for the PAE’s performance in solving both nonlinear and linear problems.
CHAPTER 3
FIXED-POINT ITERATION ACCELERATED OC UPDATE

This chapter first illustrates how the optimization update can be treated as a fixed-point problem. Then, via theoretical analysis and numerical studies, we further investigate the pros and cons of the methods introduced in Chapter 2 in the context of topology optimization. Finally, we choose the PAE method to accelerate the standard OC update, which proves to be most robust and efficient.

It should be noted that the OC update is a fixed-point iteration by itself as will be shown in the next section. To avoid potential ambiguity, fixed-point iteration accelerated OC update refers to the strategy that uses the general-purpose fixed-point iteration techniques introduced in Chapter 2 to speed up the convergence of the standard OC.

3.1 Fixed-Point Iteration Accelerated Update

3.1.1 Topology Optimization as a Fixed-Point Problem

As mentioned in Chapter 1, we aim to accelerate the convergence of a simple update method which in general has the form:

\[ x_{k+1} = g_{\text{update}}(x_k) \]  \hspace{1cm} (3.1)

where the \( g_{\text{update}} \) is the update scheme, for example, the OC.

A local optimum of the optimization problem can be viewed as a fixed point of the \( g_{\text{update}} \) mapping in that the \( g_{\text{update}} \) no more alters the input design variable. We construct the equivalent equation \( f \) related to this mapping in a simple way:

\[ f(x) = g_{\text{update}}(x) - x \]  \hspace{1cm} (3.2)
The value of $f$ evaluated at some $x_k$, i.e. $f_k$, can be viewed as the residual of the function at the $k$th step, and finding a local optimum is equivalent to finding a root of $f$.

Although there are many ways to construct an equivalent equation, this particular form (3.2) is favorable because it requires only the function evaluation and a vector subtraction. In addition, this function is essentially the density change vector of the $g$ update, which allows for the same measure of convergence for the $g$ update and the proposed method.

Once the optimization problem is viewed as a fixed-point problem (3.1), all the fixed-point iteration methods become available. Regarding the $g$ update, this study adopts the standard OC update (denoted as $g_{OC}$) and focuses on finding the “best” method, among those in Chapter 2, to accelerate the OC.
3.1.2 Fixed-Point Iteration Accelerated OC Update

The topology optimization algorithm with the fixed-point iteration accelerated OC update is shown in the flowchart below.

* This study adopts the root mean square (RMS) of \( f_k \) as the measure of convergence.

** For Broyden’s method and simple mixing, only the information of last step (i.e. step \( k \)) is needed, and for Anderson mixing, the information of the previous \( m \) consecutive steps is needed.
As can be seen from the flowchart, the key additional component to the original topology optimization algorithm is the fixed-point iteration step highlighted in the shaded box. In this step, we apply the several fixed-point iteration methods in Chapter 2 to accelerate the convergence. The performance of these methods is evaluated based on the following criteria:

- Convergence robustness with respect to the change of boundary conditions, problem size, and parameters
- Convergence speedup in terms of the design cycle reduction compared to the original OC
- Stepwise computation cost

To test the methods, we use the top88 code [21] as a basis and adopt the default sensitivity filter. The move limits of the OC update is 0.2.

3.2 Pros and Cons of Several Fixed-Point Iteration Methods: In The Context of Topology Optimization

Here, we discuss the pros and cons of the methods introduced in Chapter 2 in the context of topology optimization. These observations are based on both numerical tests and theoretical analyses.

The ideal fixed-point acceleration scheme should be effective in reducing design cycles, robust with respect to parameter changes, inexpensive to compute and store, and scalable in problem size. Additionally, since the design variable is the material density, it is important for the update scheme to preserve the element-wise summation of the variable vector, i.e. the volume.
3.2.1 Simple Mixing

The simple mixing scheme (2.1) essentially updates the densities as the linear mix of the densities at the previous step and the ones updated by the OC at the current step.

\[ x_{k+1} = x_k + \alpha f_k = (1 - \alpha) \cdot x_k + \alpha \cdot g_{OC}(x_k) \] (3.3)

Obviously, when the mixing parameter \( \alpha = 1 \), the above formula becomes the OC update.

This simple interpolation has an interesting effect on the evolution and convergence of topology optimization. When \( \alpha < 1 \), the design evolution becomes smoother and more stable than the OC. The latter tends to cause design oscillations. However, a too small \( \alpha \) retards the design evolution in that it excessively reduces the step size of the density change. On the other hand, \( \alpha > 1 \) indicates a linear extrapolation in densities and usually leads to unstable design oscillations and divergence.

Another favorable property of the simple mixing with \( \alpha \leq 1 \) is the preservation of element-wise summation (volume) and bounds (0 and 1). This property indicates that if \( x_k \) and \( g_{OC}(x_k) \) satisfy the volume constraint and the density bound of 0 and 1, then the interpolated densities by (3.3) also satisfy these two conditions. The preservation of bounds no more holds when \( \alpha > 1 \). The proof of both properties are given below.

**Proof: preservation of summation (simple mixing)**

Let \( \tilde{x} = g_{oc}(x) \) be the densities updated by OC from \( x \), \( V \) be the element-wise summation of \( x \) and \( \tilde{x} \), and \( f = g_{oc}(x) - x = \tilde{x} - x \) be the residual or change of densities. Then we have:

\[ y = x + \alpha f \]
\[ = x + \alpha(\tilde{x} - x) \] (3.4)
\[ = (1 - \alpha)x + \alpha \tilde{x} \]
The element-wise summation is:

\[
\sum_{j=1}^{n} y_j = \sum_{j=1}^{n} [(1 - \alpha)x_j + \alpha \tilde{x}_j]
\]

\[
= (1 - \alpha) \sum_{j=1}^{n} x_j + \alpha \sum_{j=1}^{n} \tilde{x}_j
\]

\[
= (1 - \alpha)V + \alpha V
\]

\[
= V
\]

(3.5)

**Proof: preservation of bounds (simple mixing)**

Let \( x_j, \tilde{x}_j \in [a, b] \ \forall j \), and \( \alpha \in [0, 1] \). Since \( \alpha \geq 0 \) and \( (1 - \alpha) \geq 0 \), the following inequalities holds:

\[
y_j = (1 - \alpha)x_j + \alpha \tilde{x}_j \leq (1 - \alpha)b + \alpha b = b
\]

\[
y_j = (1 - \alpha)x_j + \alpha \tilde{x}_j \geq (1 - \alpha)a + \alpha a = a
\]

(3.6)

Therefore, \( y_j \in [a, b] \ \forall j \). Moreover, when \( \alpha \in (0, 1) \) and \( x_j \neq \tilde{x}_j \), we have \( \min(x_j, \tilde{x}_j) < y_j < \max(x_j, \tilde{x}_j) \). This partly explains the stabilizing effect in that simple mixing limits the density change caused by the OC update.

Despite the smoothing and stabilizing effect, the simple mixing does not provide greater fundamental benefit for the convergence.

**3.2.2 Broyden’s Method**

As mentioned in Chapter 2, Broyden’s method belongs to quasi-Newton methods and is locally superlinearly convergent [32]. Indeed, the convergence rate is higher near the optimum, provided the initial guess of the approximated inverse Jacobian \( G_0 \) is carefully chosen, and the problem size is small (e.g. \( 50 \times 25 \)). However, numerical tests showed many disadvantages of applying Broyden’s method to the OC update.

First, the direct use of the Broyden’s formulas (2.8) or (2.9) often results in dense ap-
proximated Jacobian \((J_k)\) or inverse Jacobian matrices \((G_k)\), which increases the computation cost due to the step-wise matrix-vector multiplications and demands a much larger memory when the problem size grows.

Second, the initial guess of the approximated inverse Jacobian \(G_0\) has a tremendous impact on the stability of the design evolution. Heuristic guesses, for example, a scaled identity matrix, can lead to instability and divergence.

Third, Broyden’s method (2.8) or (2.9) in general does not preserves the volume or the density bound, which exacerbates the stability issue. In many tests, the density change of some elements were too large and exceeded the bounds by a large distance.

Finally, among the converged tests, Broyden’s method did not lead to a substantial decrease in design cycles, and the step-wise time is much more than the OC. Therefore, Broyden’s method is not adopted.

3.2.3 Anderson Mixing

Anderson mixing essentially extrapolates the densities based on the densities \(x\) and the change of densities \(f\) from the OC update at the previous \(m\) steps. It reveals much better stability than Broyden’s method, provided the mixing parameters in (2.14) \(\alpha\) and \(\beta\) are chosen in certain ranges. The outstanding stability partly comes from Anderson mixing’s preservation of element-wise summation, which will be proved below. Anderson mixing is also less sensitive to boundary conditions, problem size, and load cases compared to the Broyden’s method.
Proof: preservation of summation

Anderson mixing is the linear combination of the variables and residuals of the previous \( m \) steps. Suppose the element summation is \( V \) for \( \mathbf{x} \) and \( \mathbf{\bar{x}} \) for the previous \( m \) steps, we have:

\[
\mathbf{y} = \sum_{i=1}^{m} w_i \mathbf{x}_i + \beta \sum_{i=1}^{m} w_i \mathbf{f}_i \\
= \sum_{i=1}^{m} w_i \mathbf{x}_i + \beta \sum_{i=1}^{m} w_i (\mathbf{\bar{x}}_i - \mathbf{x}_i) \\
= (1 - \beta) \sum_{i=1}^{m} w_i \mathbf{x}_i + \beta \sum_{i=1}^{m} w_i \mathbf{\bar{x}}_i
\]

(3.7)

The element-wise summation is:

\[
\sum_{j=1}^{n} y_j = (1 - \beta) \sum_{j=1}^{n} \sum_{i=1}^{m} w_i x_{i,j} + \beta \sum_{j=1}^{n} \sum_{i=1}^{m} w_i \bar{x}_{i,j} \\
= (1 - \beta) \sum_{i=1}^{m} w_i \sum_{j=1}^{n} x_{i,j} + \beta \sum_{i=1}^{m} w_i \sum_{j=1}^{n} \bar{x}_{i,j} \\
= (1 - \beta) \sum_{i=1}^{m} w_i V + \beta \sum_{i=1}^{m} w_i V \\
= (1 - \beta) V + \beta V \\
= V
\]

(3.8)

Notice that unlike the simple mixing, Anderson mixing does not preserve the bounds of the variables because the equivalent weights \( w_i \) computed by the coefficients obtained in (2.10) are not nonnegative in general. Therefore, the bounding inequalities similar to (3.6) do not hold. This may lead to some densities outside the [0,1] bound, and they need to be artificially truncated to match the bounds. However, our numerical study shows that as long as the mixing parameter \( \beta \) is not too big, the small violation of volume due to the density truncation will fade out as the density change \( \mathbf{f} \) declines. Such small violation of bounds can be further constrained by the PAE method discussed in the next section.
Regarding the speedup, in many cases, Anderson mixing can effectively reduce the number of iterations when the parameters are chosen in certain ranges. Moreover, the step-wise cost is also much cheaper than the Broyden’s method because the main additional cost lies in only computing and inverting the $P_k^T F_k$ matrix in (2.11), which is typically small.

Another feature of the Anderson mixing accelerated OC, compared to the original OC, is the increase in storage caused by keeping the information of the previous $m$ steps. Fortunately, in the scope of topology optimization, $m$ is typically small ($3 \sim 5$).

### 3.2.4 Periodic Anderson Extrapolation (PAE)

PAE applies Anderson mixing periodically and uses simple mixing between the Anderson steps, which further reduces the cost. More importantly, PAE shows better stability with respect to the change of parameters than Anderson mixing. This improvement may relate to the variable bound preservation of the simple mixing in that simple mixing constraints the small volume violation caused by Anderson mixing. In terms of reducing design cycles, PAE also outperforms Anderson mixing in most cases.

To conclude, PAE performs the best in terms of stability in design evolution, robustness with respect to parameter changes, reduction in design cycles, and step-wise cost. Therefore, PAE is adopted to accelerate the standard OC’s convergence. The overall update is named Periodically Anderson Extrapolated Optimality Criteria (PAE-OC).

### 3.3 PAE-OC: Parameter Ranges and Practical Implementation

Parameter values affect the performance of the PAE-OC scheme. These parameters include the number of histories $m$, the period of applying Anderson mixing $q$, the mixing parameters of the simple mixing $\alpha$ and Anderson mixing $\beta$. Although PAE shows good robustness to parameter changes, numerical tests show that the optimum range is relatively small and insensitive to the change of boundary conditions and problem sizes. The recommended parameter ranges are:
The number of histories: $m = 3 \sim 5$

The period of applying Anderson mixing: $q = 3 \sim 5$

The mixing parameters of simple mixing: $\alpha = 0.8 \sim 0.95$

The mixing parameters of Anderson mixing: $\beta = 2 \sim 9$

The numerical tests show that a too large $m$ retards the design evolution, and a $m < 3$ tends to cause design oscillations. The mixing parameter of the simple mixing step $\alpha$ (smaller than 1) also affects the evolution speed as mentioned in 3.2.1. A too small $\alpha$ restrains the change of the design. Therefore, the suggested range of $\alpha$ can stabilize the evolution without slowing it down. The mixing parameter of Anderson mixing $\beta$ has a relatively smaller impact on the convergence speedup. In general, a larger $\beta$ tends to accelerate the evolution, but a too large $\beta$ can lead to instability, which may be due to the amplification of the volume violation. In practice, $\beta$ is used in a continuous fashion in which it increases as the iteration proceeds so that it can compensate for the gradual slowing-down of the evolution.

The other practical issue is when to activate the PAE acceleration, i.e. the starting step $s$. Since our goal, as mentioned in Chapter 1, is to address the slow-down in convergence after the first few steps, the PAE acceleration is applied after the first few iterations ($20 \sim 100$) when the basic topology has been formed. Furthermore, if the PAE starts too early, the evolution may stagnate in that it fails to change to a better design after many steps. This observation complies with the fact that quasi-Newton’s superlinear convergence is only local.
CHAPTER 4
NUMERICAL EXAMPLES

This chapter demonstrates PAE-OC’s speedup in convergence with several 2D and 3D problems. The convergence speed is evaluated from four perspectives: the drop of the density change, the reduction of the objective function, the total computational time, and the design evolution. Regarding the code, we use the top88 code for 2D problems, and the top3D code [39] for 3D problems. Both codes use the sensitivity filter with move limits 0.2.

4.1 Measure of Performance

4.1.1 The Change of Design Variables

We adopt the RMS of the residual vector $f$ (3.2) (the density change due to the OC update) as the measure of the residual instead of the commonly-used $||f||_\infty$. The RMS value can better reveal the overall change of the design than the $||f||_\infty$. This study uses a $10^{-6}$ RMS tolerance to terminate the optimization for all problems.

4.1.2 The Objective Function Value

The objective function is the compliance, whose reduction rate is an important qualitative measure for convergence speed. However, due to the non-convex nature of the topology optimization problems, different update schemes may end up in different local optima, and therefore the objective function serves as only an auxiliary measure.

4.1.3 The Total Computational Time

The computational time becomes a practical issue when solving large-scale problems or many medium-scale problems. Here, the computational time is defined as the total time...
of the optimization cycles, including solving the linear system, computing and filtering the sensitivity, OC update, and the PAE acceleration. The time excludes preprocessing before entering the optimization loop, plotting updated designs, printing information, and post processing after the optimization loop.

4.1.4 The Design Evolution

The design evolution or the geometric change is depicted with the dissipation of the gray areas. The dissipation rate serves as a qualitative measure of how fast the design is evolving.

4.2 Numerical Examples: 2D Problems

4.2.1 Convergence Speedup in the Objective Function, Residual, and Computation Time

Ex.1 MBB beam with concentrated load (penalization = 1)

![MBB beam with a concentrated load](image)

Figure 4.1: MBB beam with a concentrated load

The design domain and boundary conditions are given in Figure 4.1. We test this problem with a penalization parameter equal to 1, which makes the problem convex. Other parameters are given below.

- Mesh $100 \times 50$, volume fraction $V = 0.3$, penalization $p = 1$, filter radius $r = 2$, maximum iteration $= 150$
- PAE parameters: $m = 4$, $q = 4$, $\alpha = 0.9$, $\beta = 3 + \text{loop}/50$, $s = 5$
Figure 4.2: Ex1. Design Results and Performance of standard OC and PAE-OC (p=1)
Figure 4.2 shows the results of the standard OC and PAE-OC update. As shown in the objective function plot (Figure 4.2c) and the residual plot (Figure 4.2d), the PAE-OC declines at a much higher rate in both the objective function and the residual than the OC. Figure 4.2e shows the time for the residual to reach various levels of tolerance. The PAE-OC consumes approximately one fourth as much time as the OC.

Ex.2 MBB beam with distributed load (penalization = 1)

![MBB beam with distributed load](image)

Figure 4.3: MBB beam with a distributed load

This example changes the loading boundary condition to the distributed load as shown in Figure 4.3, and all other parameters remain the same as Ex.1.
Figure 4.4: Ex.2 Design Results and Performance of standard OC and PAE-OC

Figure 4.4 shows the results of this example. Similar conclusions can be drawn: the PAE-OC converges much more efficiently than the standard OC update.
Ex.3 MBB beam with concentrated load and penalization 3

While a penalization parameter greater than 1 drives the design to a black and white structure, it also makes the optimization problem nonconvex. In this example, we examine the PAE-OC’s effectiveness with the same MBB beam problem under a penalization \( p = 3 \).

Moreover, the problem is tested with 2 meshes: \( 100 \times 50 \) and \( 600 \times 300 \), which can reveal PAE-OC’s sensitivity to problem sizes. The parameters are given below.

For the smaller problem:

- mesh \( 100 \times 50 \), volume fraction \( V = 0.3 \), penalization \( p = 3 \), filter radius \( r = 2 \), maximum iteration = 600

- PAE parameters: \( m = 4, q = 4, \alpha = 0.9, \beta = 4 + \text{loop}/50, s = 100 \)

For the bigger problem:

- mesh \( 600 \times 300 \), volume fraction \( V = 0.3 \), penalization \( p = 3 \), filter radius \( r = 12 \), maximum iteration = 600

- PAE parameters: \( m = 4, q = 4, \alpha = 0.9, \beta = 4 + \text{loop}/50, s = 50 \)
Figure 4.5 shows the results of the smaller problem. Obviously, when the penalization is raised to 3, the convergence of both the objective function (Figure 4.5c) and the residual (Figure 4.5d) becomes less smooth. In this case, the PAE-OC still converges much faster than the OC, consuming roughly one third as many iterations as the OC.
Figure 4.6 shows the results of the bigger problem. Since the residual of the standard OC did not reach $10^{-5}$ in 600 steps, the OC’s time at $10^{-5}$ and $10^{-6}$ (light blue bars in Figure 4.6e) are estimated by the linear fitting of residual curve and the average step time. As can be seen, PAE-OC is much more efficient in reducing the objective and the resid-
ual. This example also shows that PAE-OC’s performance is insensitive to problem sizes. Although the number of iterations rises for both methods as the size increases, PAE-OC grows only 150 in the number of iterations compared to OC’s 450 (projected).

*Ex.4 Cantilever beam with concentrated load*

![Figure 4.7: Cantilever beam with a concentrated load](image)

Figure 4.7 shows the design domain and boundary condition of this problem, and the parameters are given below.

- mesh $1000 \times 200$, volume fraction $V = 0.5$, penalization $p = 3$, filter radius $r = 8$, maximum iteration = 600
- AAR parameters: $m = 4$, $q = 4$, $\alpha = 0.9$, $\beta = 6 + loop/50 \leq 9$, $s = 50$
Figure 4.8 shows the results of the cantilever beam problem. Since the RMS of the residual by standard OC flattens before dropping to $10^{-4}$, the time comparison is not plotted.

Similarly, PAE-OC outperforms standard OC from all perspectives. Figure 4.8d illustrates the slow convergence of the standard OC in that the residual curve (blue) becomes almost flat for a large portion of iterations that did not effectively improve the performance. On the other hand, the objective and residual of PAE-OC decline much more efficiently.
Ex.5 The wheel problem

Figure 4.9 shows the design domain and boundary conditions of this problem, and the parameters are shown below.

- mesh $200 \times 200$, volume fraction $V = 0.5$, penalization $p = 3$, filter radius $r = 4$, maximum iteration = 600

- AAR parameters: $m = 4$, $q = 4$, $\alpha = 0.9$, $\beta = 6 + \text{loop}/50 \leq 10$, $s = 50$

Figure 4.10: Ex.5 Design Results and Performance of standard OC and PAE-OC
Figure 4.10 shows the results of this problem. As shown in Figure 4.10d, the residual curve of the standard OC fails to reach $10^{-4}$ within 600 iterations, and therefore the total time comparison is not plotted. Again, PAE-OC converges much faster than the OC. Although the final results look similar, they are different in the sizes of the triangular holes.

**Summary**

In this subsection, we demonstrate the PAE-OC’s speedup of convergence in terms of the decline of the objective and residual via several benchmark problems. It is shown that PAE-OC can effectively reduce the number of iterations and the computation time. Moreover, PAE-OC is less sensitive to the change of problem sizes than the standard OC in that the number of iterations increases much more slowly as the problem size grows.

4.2.2 Convergence Speedup in the Design Evolution

While the final designs of the two approaches are visually similar, their convergence speed to the black and white solution are different. Here, we illustrate PAE-OC’s speedup of the design evolution in terms of the dissipation of the slowly-varying gray regions. To this end, we use the MBB beam example with a distributed load on the top (Figure 4.3), which generates a large area of gray regions. These regions are expected to converge to black and white micro structures.
Ex.6 MBB beam with a distributed load

The load and boundary conditions are shown in Figure 4.11. This problem will generate many details in the area highlighted by the red box, and we will show the dissipation of gray areas in this box. In order to obtain as many details as possible, we adopt the continuation of the penalization parameter. The penalization changes from 1 to 1.5 at the 50th step, and increases 0.5 per 100 steps till it reaches 3 at the 350 step.

In the case of PAE-OC, we still use the standard OC update for the 10 steps following each penalization change, after which the AAR acceleration is imposed. This can enhance the stability during the few steps after the penalization change. The parameters are listed below.

- mesh $800 \times 400$, volume fraction $V = 0.3$, penalization $p = 1 \sim 3$, filter radius $r = 1.2$, maximum iteration = 500
- AAR parameters: $m = 4$, $q = 4$, $\alpha = 0.9$, $\beta = 4 + \text{loop}/50 \leq 9$, $s = 10$
Figure 4.12 shows the design evolution of the regions in the red box after the penalization turns 3. Clearly, PAE-OC is more efficient and effective in transforming the blurry gray area into sharp black and white details than the OC. The gray area at the 400th step of the PAE-OC is even slightly smaller than that of the standard OC at the 480th step. Also, the two methods ended up in different local optima as can be seen from the different micro structures.
4.3 Numerical Examples: 3D Problems

In this section, we test the PAE-OC with two 3-D examples. We use the Top3d code [39] as a basis, and add the AAR routine as indicated in the flowchart of 3.1.2. The first example uses a direct FE solver, and the second one uses an iterative solver due to its larger size (approximately 1 million elements).

**Ex.7 3D MBB beam with concentrated load**

![Figure 4.13: 3D simply supported beam with a concentrated load](image)

This example is a 3D MBB beam with a concentrated load in the center of the top surface as shown in Figure 4.13. The actual computation model is the highlighted quarter due to the symmetry of the domain and boundary conditions.

The parameters are shown on the next page.

- Mesh $60 \times 30 \times 15$, volume fraction $V = 0.175$, penalization $p = 3$, filter radius $r = 4$, maximum iteration = 600
- AAR parameters: $m = 4$, $q = 4$, $\alpha = 0.9$, $\beta = 3 + \text{loop}/50 \leq 9$, $s = 50$
Figure 4.14 shows the results of this example. The designs are displayed using a density cutoff of 0.5. Since the residual of the standard OC did not reach $10^{-5}$ within 600 iterations, the corresponding time matching $10^{-5}$ and $10^{-6}$ are obtained by linear extrapolation of the
blue residual curve. The 2 designs show some minor difference, for example, the sizes of the triangular holes. In terms of convergence speed, the PAE-OC beat the standard OC with a faster decline in both the objective and the residual.

Ex.8 3D cantilever beam with concentrated load

![Figure 4.15: 3D cantilever beam with a concentrated load](image)

The second 3D example is a cantilever beam with a concentrated load at the lower edge of the tip as shown in Figure 4.15. The parameters are given below.

- Mesh $160 \times 80 \times 80$, volume fraction $V = 0.12$, penalization $p = 3$, filter radius $r = 6$, maximum iteration = 400
- AAR parameters: $m = 4$, $q = 4$, $\alpha = 0.9$, $\beta = 3 + \text{loop}/50 \leq 5$, $s = 25$

This example has 1,024,000 elements and more than 3 million degrees of freedom. Linear systems of this size require iterative solvers. To solve this problem, we adopt Matlab’s preconditioned conjugate gradient solver with the zero fill-in, incomplete Cholesky decomposition as the preconditioner (PCG IC(0)). To further save time in the linear system, we use a continuation strategy for the tolerance which decreases by 1 order of magnitude every 50 design cycles from $10^{-4}$ to $10^{-8}$. Although this leads to larger displacement errors in the early stage, the design sensitivity is insensitive to the linear system’s accuracy [6].
Figure 4.16: Ex.8 Design Results and Performance of standard OC and PAE-OC

Figure 4.16 shows the results of this example. Since the residual of the standard OC did not drop to $10^{-6}$ in 400 steps, the corresponding time (in light blue) is based on the linear extrapolation of the residual curve. As can be seen, PAE-OC converges faster than standard OC in both the objective and residual. This example shows that PAE-OC’s performance is...
insensitive to the non-exact iterative solver and the growth of the problems size, which makes room for PAE-OC’s large-scale application.

4.4 Discussions

This chapter demonstrates PAE-OC’s speedup in convergence from 4 perspectives: the objective, the residual, the computational time, and the design evolution. Via several examples, it is shown that PAE-OC can effectively reduce the number of iterations and computational time with negligible increase in the step-wise cost. Moreover, PAE-OC is robust subjected to the change of problem sizes, parameters, and the use of iterative solvers.

PAE’s speedup mostly comes from the Anderson mixing part. From a heuristic perspective, the Anderson mixing accelerates the change of medium densities by extrapolation based on the information of previous steps.

Regarding the objective function, although the PAE-OC achieves objectives no higher than the standard OC in the presented examples, finding a better local optimum is not guaranteed. This is due to the non-convex nature of the topology optimization problem. Indeed, in some tests, standard OC converged to a design with a lower compliance, only with many more steps. In addition, PAE-OC is very probable to end up in a design with different topology from that generated by the standard OC if the design has many details.

Finally, we also note that PAE-OC’s speedup in convergence can weaken if a very small filter radius is applied, although in most such cases, it still converges faster than the OC.
CHAPTER 5
CONCLUSIONS

Topology optimization with first-order updates suffers from slow convergence. In many cases, the optimization consumes a large number of design cycles to result in only a slight improvement in the performance and a small change in the design. To address the slow convergence, we propose to use fixed-point iteration methods to accelerate the first-order updates, which has not been studied previously in the topology optimization field.

Based on theoretical analyses and numerical tests, we analyze the pros and cons of several fixed-point iteration methods in the context of topology optimization. Simple mixing preserves the volume and the density bounds and stabilizes the design evolution, but it fails to effectively accelerate the convergence. Broyden’s method does not preserve the volume and bounds in general, which can lead to instability and even divergence. It also requires a high computational cost if the approximated inverse Jacobian is updated and stored in matrix form. Anderson mixing preserves the volume and may violate the bounds slightly, which results in the better stability than the Broyden’s method. It can effectively reduce the number of iterations provided the parameters are chosen within certain ranges. In addition, Anderson mixing has a lower step-wise cost than the Broyden’s method. The PAE method, which combines simple mixing and Anderson mixing, performs the best in terms of stability, convergence speedup, and step-wise cost. Based on numerical studies, we discussed the influence of PAE’s parameters on the convergence and summarize the optimal parameter ranges. Finally, we present the implementation details of the PAE-OC update.

With several 2D and 3D benchmarks, we demonstrate that the PAE-OC scheme can effectively reduce the number of iterations and computational time. The scheme is also more efficient in removing the slowly-varying intermediate densities than the OC. Moreover, PAE-OC’s performance is insensitive to the change of problem sizes and boundary
conditions. Last but not least, we show that PAE-OC is scalable through a 3D example with more than 1 million elements.

For future studies, it is valuable to develop effective preconditioners tailored for the PAE-OC method or other fixed-point accelerated updates. This can further accelerate the convergence and save computation costs. Another direction is incorporating fixed-point iteration techniques with the MMA, which enables solving problems other than the compliance minimization.
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