Multi-material continuum topology optimization with arbitrary volume and mass constraints
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Abstract

A framework is presented for multi-material compliance minimization in the context of continuum based topology optimization. We adopt the common approach of finding an optimal shape by solving a series of explicit convex (linear) approximations to the volume constrained compliance minimization problem. The dual objective associated with the linearized subproblems is a separable function of the Lagrange multipliers and thus, the update of each design variable is dependent only on the Lagrange multiplier of its associated volume constraint. By tailoring the ZPR design variable update scheme to the continuum setting, each volume constraint is updated independently. This formulation leads to a setting in which sufficiently general volume/mass constraints can be specified, i.e., each volume/mass constraint can control either all or a subset of the candidate materials and can control either the entire domain (global constraints) or a sub-region of the domain (local constraints). Material interpolation schemes are investigated and coupled with the presented approach. The key ideas presented herein are demonstrated through representative examples in 2D and 3D.
© 2018 Elsevier B.V. All rights reserved.
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1. Introduction

The multi-material, volume-constrained, compliance minimization problem considered here is stated (in discretized form) as:

\[
\begin{align*}
\min_{z_1, \ldots, z_m} & \quad J = f^T u (z_1, \ldots, z_m) \\
\text{s.t.} & \quad g_j = \sum_{i \in G_j} \sum_{e \in E_j} \hat{z}_i^e V^e \leq V_j^{\max}, \quad j = 1, \ldots, N_c \\
& \quad 0 \leq \hat{z}_i^e \leq 1, \quad i = 1, \ldots, m; \quad e = 1, \ldots, N \\
\text{with} & \quad K (z_1, \ldots, z_m) u (z_1, \ldots, z_m) = f
\end{align*}
\]
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Fig. 1. Illustration of the material and constraint specification for a $2 \times 2$ mesh with four candidate materials and three constraints, each controlling a subset of the candidate materials in a sub-region of the domain. The set of material indices, $G_j$, the set of element indices, $E_j$, and the set of design variables, $D_j$, associated with each constraint are indicated for constraints $j = 1, \ldots, 3$ (color online).

where $z_1, \ldots, z_m$ represent $m$ density fields defined at $N$ points in the problem domain for each of the $m$ candidate materials, $J$ is the structural compliance, $g_j$ are the volume constraints, $G_j$ is the set of material indices associated with constraint $j$, $E_j$ is the set of element indices associated with constraint $j$, $\hat{z}_e^i$ is the filtered density of material $i$ in element $e$, $V^e$ is the volume of element $e$, $V_j^{\text{max}}$ is the material volume limit corresponding to constraint $j$, $N_c$ is the total number of volume constraints, and $K$, $u$, and $f$ are the stiffness matrix, displacement vector, and force vector, respectively, of the associated elastostatics problem that has been discretized into finite elements.

For illustration purposes, key characteristics of the problem definition and formulation in (1) are highlighted in Fig. 1, which shows a $2 \times 2$ mesh with four candidate materials and three constraints. Note that there are four sets of design variables, one for each of the four candidate materials. Additionally, the volume constraints are specified in a very general way. In accordance with (1), each constraint may control the selection of all or a subset of the candidate materials and may be specified for the entire domain or for a sub-region of the domain, with the requirement that each design variable is associated with only a single constraint. For the illustrative example in Fig. 1, the set of material indices, $G_j$, the set of element indices, $E_j$, and the resulting set of design variables, $D_j = \{z_{e}^{i} : i \in G_j, e \in E_j\}$, associated with each constraint ($j = 1, \ldots, 3$) are indicated in the gray boxes at the bottom of the figure. Further, Fig. 2 illustrates three general ways in which materials may be distributed using this framework. For example, all candidate materials may be available to the entire domain (Fig. 2(a)), each candidate material may be available to a different sub-region of the domain (Fig. 2(b)), or multiple candidate materials may be available to the same sub-region of the domain (Fig. 2(c)).

Volume constraints were specified in this general way by Zhang et al. [1] in the context of ground structures and handled using the ZPR design variable update scheme (named after the authors Zhang–Paulino–Ramos Jr. and pronounced “zipper”). The ZPR design variable update scheme takes advantage of the separable nature of the Lagrangian associated with the linearized subproblems of (1), allowing the design variables to be updated for each constraint in series or in parallel (i.e., the constraints are independent of one another). This tailored design variable update scheme is robust and, thus, enables the formulation to efficiently accommodate an arbitrary number of candidate materials and many volume/mass constraints (possibly hundreds).

This work focuses on linear elastic materials in a continuum setting. If these materials are also isotropic the optimizer will, in general, select the stiffest of the candidate materials associated with each volume constraint. By including additional information about each material (e.g., mass density or cost), multiple materials may appear in the design [2–6]. For example, a scale factor, $\gamma_i$, for each material can be added to the constraint in (1) such that it becomes:

$$g_j = \sum_{i \in G_j} \sum_{e \in E_j} \hat{z}_e^i V^e \gamma_i \leq M_j^{\text{max}} \quad j = 1, \ldots, N_c. \quad (2)$$
Fig. 2. Illustration of three general ways that multiple materials may be arranged in a design domain when using the framework in (1) for specifying volume constraints: (a) all candidate materials are available to the entire domain; (b) each candidate material is available to a separate sub-region of the domain; (c) multiple candidate materials are available to the same sub-region of the domain (color online).

The scale factor, $\gamma_i$, can be thought of as a mass density or cost of material $i$ and $M_{j}^{\text{max}}$ as the mass or monetary limit associated with constraint $j$. For brevity, the constraint in (2) is interpreted here as a mass constraint rather than a cost constraint. It is noted that when $\gamma_i = 1 \; \forall i$, the standard volume constraints of (1) are recovered. In all cases, the optimizer will tend to use all available material such that the volume and/or mass constraints are satisfied in equality.

The remainder of this manuscript is organized as follows: In Section 2, multi-material topology optimization is motivated and related work in the field is reviewed. In Section 3, the problem setting and formulation are provided, the material interpolation scheme is discussed, and the sensitivities are derived. The ZPR update scheme is tailored to the continuum in Section 4. Section 5 includes some details related to implementation of the multi-material framework. Four numerical examples are provided in Section 6 to demonstrate the capabilities and potential shortcomings of the proposed approach. Finally, in Section 7, conclusions are provided.

2. Motivation and related work

With the rapid advancement of additive manufacturing technologies in recent years, it has become increasingly feasible to fabricate arbitrary geometries such as designs derived from topology optimization (see e.g., [7,8]). Until recently, most additive manufacturing technologies have been limited to fabricating designs from a single material, leading to parts with little functional capability. Multi-material 3D printing is only a budding technology, but will certainly lead to increasingly functional designs. For instance, Gaynor et al. [9] manufactured compliant mechanism designs based on three-phase (2 solid phases plus void) topology optimization using the PolyJet additive manufacturing technology, which can print bulk materials covering a wide range of elastic moduli [10]. Even using single material printers, functional designs have been fabricated by varying the microstructure throughout the print to achieve varying elastic properties [11].

Perhaps due to the excitement surrounding additive manufacturing, the number of publications related to multi-material topology optimization in the continuum setting is growing. The great majority of work in density-based topology optimization considering multiple material phases is based on some extension of the Solid Isotropic Material with Penalization (SIMP) interpolation scheme, which uses a power law to penalize intermediate densities and achieve designs with distinct solid and void regions [12,13]. For two-material (no void) topology optimization of materials with extreme thermal expansion, Sigmund and Torquato [14] use a single design variable to interpolate between two material phases. The approach has also been used to design, for example, multi-physics actuators [15], piezocomposites [16–18], and functionally graded structures with optimal eigenfrequencies [19]. Sigmund and Torquato [14] also proposed a three-phase extension of SIMP characterized by a topology design variable that controls the material/void distribution and a second design variable that interpolates between two solid material phases. Although this “three-phase mixing scheme” has been extended further to incorporate up to $m$ candidate materials [20], some authors claim that designs tend to get stuck in local minima when the number of materials exceeds three solid phases [5,20]. Actually, most results in the literature for multi-material topology optimization using this “$m$-phase mixing scheme” have been limited to two [2,9,21] or three [5] solid phases plus void.
Other material interpolation schemes that are better equipped to handle greater than three solid phases have also been proposed. For example, in the context of composite design via fiber orientation optimization, the Discrete Material Optimization (DMO) technique was proposed to consider an arbitrary number of materials, each characterized by a discrete fiber orientation [20,22]. The DMO interpolation schemes are typically also an extension of SIMP, but differ from the “m-phase mixing scheme” discussed above in that each design variable represents the density of a single material. Gao and Zhang [2] compared the DMO interpolation schemes to the “m-phase mixing scheme” and found that DMO is able to reach superior designs, even in cases considering only two solid phases plus void and a single mass constraint. However, the DMO interpolation methods do not inherently prevent the sum of material densities at a point from exceeding one as the “m-phase mixing scheme” does. To enforce this property when using DMO, Hvejsel and Lund [23] and Hvejsel et al. [24] impose a large system of sparse linear constraints and Hvejsel et al. [24] further enforces a quadratic constraint to penalize material mixing.

Tavakoli and Mohseni [25] use a DMO interpolation scheme coupled with an alternating active-phase (AAP) algorithm in which designs containing up to m material phases are achieved by performing m binary material phase updates in an inner loop of each outer optimization iteration. Implementing this approach essentially amounts to adding a loop over an existing two-phase topology optimization code. Although this approach is seemingly flexible enough to accommodate an arbitrary number of candidate materials, it may be difficult to obtain converged solutions for more than five materials using the code from reference [25]. Additionally, resulting designs depend on the order of materials being updated, which may prevent the method from being applicable to problems considering materials with more general constitutive behavior (e.g., nonlinear or anisotropic materials). Furthermore, the AAP algorithm leads to an increase in the number of finite element solves by a factor of the number of candidate materials times the number of specified inner iterations, and thus, may not scale to large problems. Despite these drawbacks, a number of authors have adopted the AAP algorithm: Park and Sutradhar [26] couple it with multisresolution topology optimization [27–29] to solve multi-material problems in three dimensions, Lieu and Lee [30] couple it with multisresolution topology optimization and isogeometric analysis [31] to improve computational efficiency; Doan and Lee [32] use it for problems with additional buckling load factor constraints; and Chau et al. [33] use it with polygonal finite elements and adaptive mesh refinement.

A pitfall of the DMO approaches is that the number of design variables scales linearly with the number of candidate materials. Yin and Ananthasuresh [34] propose a peak function material interpolation method in which the number of design variables remains constant as the number of candidate materials increases. In their approach, each material has a mean and a standard deviation and, by using a normal distribution function, a distinct material is selected when the density design variable is equal to the mean of that material. A color level-set approach was also proposed by Wang and Wang [35] in which only m level-set functions are needed to obtain designs with 2m materials. The method has been applied for compliant mechanism design [36] and in problems considering stress constraints [37]. Multi-material designs have also been achieved using phase-field methods by e.g., Wang and Zhou [38], Zhou and Wang [39], Tavakoli [40], and Wallin et al. [41]; and using evolutionary methods by e.g., Huang and Xie [42].

Although the number of design variables scales linearly with the number of candidate materials and pointwise densities may exceed one, the DMO interpolations lead to linear and variable separable volume/mass constraints. Thus, the following observation by Zhang et al. [1] can be exploited: multiple linear volume constraints lead to a separable Lagrangian function, allowing the design to be updated for each volume/mass constraint independently (i.e., order-independent updates) using the ZPR update scheme [1]. The observation facilitates sufficient flexibility in the problem statement in that volume/mass constraints can be specified to control either all or a subset of the candidate materials in either all or a subset of the design domain (see (1)). The update of each design variable is dependent only on the Lagrange multiplier of its associated volume constraint (no cross-term dependency). As such, the approach is straightforward to implement and the number of finite element solves remains constant as the number of constraints increases. Zhang et al. [1] applied the idea to the design of truss structures with possibly nonlinear materials and here the ZPR scheme is tailored to the continuum setting.

3. Formulation

Multi-material topology optimization for problems in linear elastostatics aims to find the set of material points, \( \omega = \{X \in \mathbb{R}^d \} \subset \Omega \), and the material distribution, \( C(X) \), such that an objective, \( J(\omega, u) \), is extremized, constraints,
The scenario described above is shown in Fig. 3, with notation following that of Talischi et al. [43].

The optimal set of material points \( \omega \) can be defined by indicator function \( \chi \) such that:

\[
\chi(X) = \begin{cases} 
1 & \text{if } X \in \omega \\
0 & \text{if } X \in \Omega \setminus \omega
\end{cases}
\]

and the material distribution \( {\mathbf{C}}(X) \) can be defined by selecting from a finite set of \( m \) material tensors at each material point such that:

\[
{\mathbf{C}}(X) = {\mathcal{A}}(S(X))
\]

where \( S(X) = \{ {\mathbf{C}}_1, \ldots, {\mathbf{C}}_m \} \) is the set of material tensors for the \( m \) candidate materials at point \( X \) and \( {\mathcal{A}} \) is a choice function for which \( {\mathcal{A}}(S(X)) \in S(X) \) holds. With these definitions, the weak form of the governing elastostatics equation can be re-written over the entire domain, \( \Omega \), as:

\[
\int_{\Omega} \chi(X) {\mathcal{A}}(S(X)) \nabla u : \nabla \delta u \, dX = \int_{\Gamma_N} t \cdot \delta u \, ds, \quad \forall \delta u \in U_o.
\]

As posed, finding \( \omega \) and \( {\mathbf{C}}(X) \) becomes a large integer programming problem, which can be impractical to solve. Thus, the indicator function, \( \chi \), and choice function, \( {\mathcal{A}} \), are re-cast as \( m \) continuous scalar fields, \( \rho_i(X) \in [0, 1], i = 1, \ldots, m \), each representing the density distribution of each of the \( m \) candidate materials in \( \Omega \). The total density at \( X \) is then \( \rho_T(X) = \sum_{i=1}^{m} \rho_i(X) \). The magnitude of these density fields can be used to determine the contribution of the \( m \) candidate materials at point \( X \) according to an interpolation function, \( \eta(\rho_1(X), \ldots, \rho_m(X), S(X)) \). The interpolation function may also serve to penalize intermediate densities so that \( \rho_i(X) \) better approximates the integer problem [12,13,44] and to penalize material mixing.

As noted by, e.g., Bourdin [45], the problem pursued here is ill-posed in that a non-convergent sequence of solutions consisting of designs with increasingly fine perforations arises. In order to ensure existence of solutions and to enforce a minimum length scale, the density fields are filtered by convolution with a smoothing filter, \( F \) [45]:

\[
\hat{\rho}_i(X) = (F \ast \rho_i)(X) = \int_{\Omega} F(X, Y) \rho_i(Y) \, dY
\]
where $\hat{\rho}_i (X)$ is the filtered density field of material $i$ and the (linear) kernel filter is defined as:

$$F (X, Y) = c (X) \max \left( 0, 1 - \frac{|X - Y|}{R} \right)$$

(8)

where $R$ is the filter radius and $c (X)$ is a normalizing coefficient that ensures $\int_{\Omega} F (X, Y) dY = 1$. Finally, the material interpolation function can be re-written in terms of the filtered density fields such that the governing elastostatics equation becomes:

$$\int_{\Omega} \eta \left( \hat{\rho}_1 (X), \ldots, \hat{\rho}_m (X), S (X) \right) \nabla u : \nabla \delta u \, dX = \int_{\Gamma_N} t \cdot \delta u \, ds, \quad \forall \delta u \in U_o.$$  

(9)

3.1. Discretization of the elastostatics problem

The solution to (9) can be approximated via the finite element method. The domain is discretized into finite elements with characteristic mesh size $h$. The trial and test functions on this discretization, $u^k$ and $\delta u^h$, are approximated using interpolation (shape) functions, $N_j$, such that, for example, the components of $u^k$ are assembled from the nodal displacements of each element, $u^k = \sum_{n=1}^{n_e} N_j u_i (X_j)$, $i = 1, \ldots, n_d$, where $n_n$ is the number of nodes per element. With this approximation of the displacement field, the governing equation written in discrete form becomes $Ku = f$, where the $i, j$ term of the stiffness matrix, $K$, is:

$$K_{ij} = \int_{\Omega} \eta \left( \hat{\rho}_1 (X), \ldots, \hat{\rho}_m (X), S (X) \right) \nabla N_i : \nabla N_j \, dX$$

(10)

and the external force applied at degree of freedom $i$ is $f_i = \int_{\Gamma_N} t \cdot N_i \, ds$.

3.2. Discretization of the optimization space

The density fields, $\rho_i (X), i = 1, \ldots, m$, are described by a finite number of points that are defined, for convenience, in accordance with the finite element discretization at the element level (see e.g., [43,46]). The discretized design variables, denoted $\hat{z}_{ie}$, $i = 1, \ldots, m$, $e = 1, \ldots, N$, represent the density of material $i$ in element $e$, where $m$ is the number of candidate materials available in the domain and $N$ is the number of elements in the domain.

As discussed in Section 3, in order to ensure existence of solutions, enforce a minimum length scale, and also to avoid numerical artifacts that may result from discretization (e.g., checkerboard patterns), the linear kernel filter provided in (8) is applied to each of the $m$ density fields such that the discrete filtered density of material $i$ in element $e$ becomes $\hat{z}_{ie} = \sum_j H_{ej} z_{ie}$, with the weights of filter matrix, $H$, defined as:

$$H_{ej} = \frac{F_{ej} V_j}{\sum_{l \in N_e} F_{el} V_l}$$

(11)

In (11), the norm used to define $F_{ej}$ (see (8)) is the Euclidean distance between design variables $z_{ie}$ and $z_{i}^e$ and $N_e = \{ z_{ie} : d (j, e) \leq R \}$ is the neighborhood of element $e$ [45]. The total volume, $V_T$, and total density, $\rho_T$, of material in element $e$ are calculated as linear functions of the filtered element densities, i.e., $V_T = \sum_{i=1}^{m} \hat{z}_{ie} V^e$ and $\rho_T = \sum_{i=1}^{m} \hat{z}_{ie}$.

3.3. Material interpolation

As in two-phase topology optimization, a penalization model is used to push the continuous design variables to their bounds. Two commonly used approaches are SIMP [12,13] and RAMP (Rational Approximation of Material Properties, [44]). Similarly, in the case of up to $m$ candidate materials, penalized element densities for each candidate material are defined as $\hat{z}_{ie}^p = \left( \hat{z}_{ie} \right)^p$ for SIMP or $\hat{z}_{ie}^p = \hat{z}_{ie}^q / (1 + q \left( 1 - \hat{z}_{ie}^q \right))$ for RAMP, where $p > 1$ and $q > 0$ are penalty constants that help push the densities of each material toward zero and one.
Fig. 4. Material interpolation function, $\eta^e$, in element $e$ with $E_i = 1$ $\forall i$ and using (a) the weights defined in (13); and (b) weights, $w^e_i(\tilde{z}^e) = \tilde{z}^e_i$. Two candidate materials and the SIMP penalty function with $p = 1$ and $p = 3$ are considered.

For material selection, the penalized densities are coupled with a material interpolation scheme adopted from the DMO techniques [20,22], which are characterized by a summation of weighted material properties:

$$\eta^e(\tilde{z}^e) = \sum_{i=1}^{m} w^e_i(\tilde{z}^e) E_i, \quad e = 1, \ldots, N$$

(12)

where $w^e_i(\tilde{z}^e)$ is the weight of material $i$ in element $e$ and $E_i$ is the modulus of elasticity associated with material $i$. The goal during the optimization is to find values of the design variables such that a single material weight is active in each element (i.e., $w^e_i = 1$ and $w^e_j \neq i = 0$, $\forall e$). In pursuit of this goal, the following weights, proposed by Stegmann and Lund [20], are considered:

$$w^e_i(\tilde{z}^e) = \tilde{z}^e_i \prod_{j=1 \atop j \neq i}^{m} (1 - \tilde{z}^e_j), \quad i = 1, \ldots, m, \quad e = 1, \ldots, N.$$

(13)

As expected, in the case of a single solid phase, $w^e_i(\tilde{z}^e) = \tilde{z}^e_i$, and the material interpolation corresponding to either SIMP or RAMP for two-phase topology optimization is recovered. Note that voids appear when the element densities are zero, i.e., void is not explicitly provided as a candidate material in the present formulation.

The material interpolation function, $\eta^e$, in element $e$ is visualized in Fig. 4(a) for a two-material case considering the SIMP penalty function with $p = 1$ and $p = 3 (E_i = 1 \forall i$ for demonstration purposes). Note that for both values of $p$, the material interpolation function goes to zero when both materials have density equal to one, i.e., material mixing is unfavorable. Additionally, increased $p$ makes intermediate densities less efficient. As a result, the presence of both material mixing and intermediate densities is reduced with use of the weights in (13).

The effect of the product term in (13) becomes more apparent by comparing the material interpolation function using the weights in (13) to the case when $w^e_i(\tilde{z}^e) = \tilde{z}^e_i$ as shown in Fig. 4(b), i.e., when the product term in (13) is neglected. Notice that without the product term, the interpolation is a linear function for $p = 1$ and neither
3.4. Sensitivity analysis

The sensitivity of compliance can be evaluated via the chain rule as follows:

\[
\frac{\partial J}{\partial z_i^e} = \frac{\partial J}{\partial \eta^e} \frac{\partial \eta^e}{\partial z_i^e} \frac{\partial z_i^e}{\partial z_i'}, \quad i = 1, \ldots, m, \quad e = 1, \ldots, N
\]  
(14)

where the derivative of compliance with respect to the interpolated stiffness has been derived as (see e.g., [48]):

\[
\frac{\partial J}{\partial \eta^e} = -u^e (z_1, \ldots, z_m)^T \frac{\partial \kappa^e}{\partial \eta^e} u^e (z_1, \ldots, z_m), \quad e = 1, \ldots, N
\]  
(15)

Note that the stiffness matrix of element \( e \), \( \kappa^e \), can be expressed as a constant matrix, \( \kappa^e_0 \), multiplied by the material interpolation function, \( \eta^e \):

\[
\kappa^e = \left[ E_{min} + (1 - E_{min}) \eta^e (\tilde{z}^e) \right] \kappa^e_0
\]  
(16)

where \( E_{min} \) is an Ersatz stiffness used to avoid singularities in the stiffness matrix. Then, the derivative of the element stiffness matrix with respect to the interpolated stiffness in element \( e \) is:

\[
\frac{\partial \kappa^e}{\partial \eta^e} = (1 - E_{min}) \kappa^e_0.
\]  
(17)

The remaining terms in (14) are computed as follows. The derivative of the material interpolation function is:

\[
\frac{\partial \eta^e (\tilde{z}^e)}{\partial \tilde{z}_j^k} = \begin{cases} \prod_{i=1}^{m} \left( 1 - \tilde{z}_i^k \right) E_j - \sum_{i=1}^{m} \tilde{z}_i^k \prod_{i' \neq j}^{m} \left( 1 - \tilde{z}_{i'}^k \right) E_i & \text{if } k = e \\ 0 & \text{otherwise}, \end{cases}
\]  
(18)

the derivative of the penalized density is:

\[
\frac{\partial \tilde{z}_j^k}{\partial \tilde{z}_l^r} = \begin{cases} p \left( \tilde{z}_l^r \right)^{p-1} & \text{(SIMP)} \quad \text{if } r = k \text{ and } l = j \\ q + 1 & \text{if } r = k \text{ and } l = j \\ 1 + q \left( 1 - \tilde{z}_l^r \right)^2 & \text{if } r \neq k \text{ and } l = j \\ 0 & \text{otherwise}, \end{cases}
\]  
(19)

and the derivative of the filtered density is:

\[
\frac{\partial \tilde{z}_l^r}{\partial \tilde{z}_l^i} = \begin{cases} H_{r,e} & \text{if } i = l \\ 0 & \text{otherwise}. \end{cases}
\]  
(20)

Note that the derivative of \( \eta^e \) in (18) may be non-positive in regions in which mixing occurs, causing (14) to become non-negative, and leading to inconsistencies in the ZPR design variable update (see the clearly non-monotonous plots of \( \eta^e \) in Fig. 4(a)). However, these mixing regions are small and localized as shown in Section 6.2.2, and neglecting the sensitivities of the design variables in those regions does not prevent the formulation from yielding reasonable results (both qualitatively and quantitatively). Non-negative sensitivities have been treated in this way for compliant mechanism design [49].

The derivatives of the linear volume/mass constraints are:

\[
\frac{\partial g_j}{\partial z_i^e} = \frac{\partial g_j}{\partial z_i^e}, \quad \frac{\partial g_j}{\partial z_i} = \gamma_j V^e, \quad j = 1, \ldots, N_e, \quad i = 1, \ldots, m, \quad e = 1, \ldots, N.
\]  
(21)
4. The ZPR design variable update in the continuum setting

The Optimality Criteria (OC) design variable update is widely used for volume constrained compliance minimization problems in two-phase topology optimization because of its simplicity and applicability to problems in which an increase in the quantity associated with the constraint leads strictly to a reduction in the objective. In general, the OC method can only accommodate a single volume constraint, which has led to the use of more complex update schemes, e.g., MMA [50], for multi-material topology optimization problems that consider multiple volume constraints [2,20,22]. However, by studying the primal–dual relationship of the linearized version of (1), it has been shown that the design variables associated with each constraint are independent of the other constraints and can be updated via sequential (or parallel) updates for each constraint, i.e., the ZPR update scheme [1]. The key to the validity of this approach is that the Lagrangian is a separable function of the Lagrange multipliers, which in turn requires that the constraints are variable separable.

The ZPR update is a sequential linear programming technique tailored to the volume constrained compliance minimization problem through intervening variables in the form of 
\[ y^e_i = z^e_i - \alpha, \quad \alpha > 0. \]
With these intervening variables, linearized approximations to (1) are solved using Lagrangian duality at each optimization step. The primal–dual relationship for problems with a single volume constraint (OC method) has been given, for example, by Christensen and Klarbring [48] and Groenwold and Etman [51]; and for multiple volume constraints (ZPR method) by Zhang et al. [1]. The resulting explicit update for material \( i \) in element \( e \) at iteration \((t+1)\) is given by:

\[
z^e_i(\lambda_j) = z^{e,(t)}_i \left( \frac{\partial J}{\partial z^e_i} \bigg|_{z^e_i = z^{e,(t)}_i} - \frac{\partial g_j}{\partial z^e_i} \bigg|_{z^e_i = z^{e,(t)}_i} \right) \alpha =: B^e_i(\lambda_j).
\]

Note that the update of each design variable is dependent only on the Lagrange multiplier, \( \lambda_j \), of the constraint to which it is associated [1]. To achieve improved results for continuum problems with many materials, the filter is applied during the update so that the update of material \( i \) in element \( e \) becomes 
\[
z^e_i(\lambda_j) = \sum_k H^e_k B^k_i(\lambda_j).
\]
It is emphasized that this modification to the ZPR update scheme [1] is heuristic, but is found to lead to improved results for continuum problems.

Design changes in (22) are controlled and kept within the box constraints using lower and upper bounds, \( z^l_i \) and \( z^u_i \), respectively:

\[
z^e_i(\lambda_j) = \begin{cases} 
z^l_i & \text{if } \sum_k H^e_k B^k_i(\lambda_j) \leq z^l_i \\
\sum_k H^e_k B^k_i(\lambda_j) & \text{if } z^l_i \leq \sum_k H^e_k B^k_i(\lambda_j) \leq z^u_i \\
z^u_i & \text{if } \sum_k H^e_k B^k_i(\lambda_j) \geq z^u_i \end{cases}
\]

where the bounds are defined by the move limit, \( \delta \):

\[
z^l_i = \max \left\{ z^e_i - \delta, 0 \right\}, \quad z^u_i = \min \left\{ z^e_i + \delta, 1 \right\}
\]

5. Implementation

In this section, some implementation details related to the ZPR update scheme and design post-processing are described. Two post-processing rules are described, which are heuristic techniques to the problem. Thus, other alternatives are possible depending on the immediate target.

5.1. ZPR design variable update

Since each design variable is dependent only on the Lagrange multiplier of the constraint it is associated with (refer to Section 4 and (22)), the design variables can be updated one constraint at a time in an arbitrary order. As such,
a loop is implemented over the design variable update scheme such that it is called $N_c$ times, each time only passing the design variables and associated sensitivities corresponding to constraint $j$. Algorithm 1 provides the pseudo-code for the ZPR design variable update considering multiple volume/mass constraints for the case of a serial update [1]. However, because the constraints are independent, each update performed in the for-loop could be executed in parallel to increase efficiency.

Algorithm 1 ZPR design variable update implemented sequentially

for $j = 1$ to $N_c$ do
  Initialize bisection interval lower bound, $\lambda^l_j$
  Initialize bisection interval upper bound, $\lambda^u_j$
  while $(\lambda^u_j - \lambda^l_j) / (\lambda^u_j + \lambda^l_j) >$ tolerance do
    update Lagrange multiplier $\lambda_j$ of constraint $j$ (bisection)
    update design variables $z_{ei}^j (\lambda_j)$ associated with constraint $j$ (Eq. 23)
    if derivative of $j^{th}$ term of the dual problem $> 0$ then
      reset interval lower bound, $\lambda^l_j = \lambda_j$
    else
      reset interval upper bound, $\lambda^u_j = \lambda_j$
    end if
  end while
end for

5.2. Design post-processing

The formulation in (1) is characterized by up to $m$ design variables in each element, each representing the density, $z_{ei}^c \in [0, 1]$, of one of the candidate materials. The goal is to find a design in which at most one of the design variables in each element has value equal to one and the others have zero value. The penalty function serves to push each individual design variable toward zero or one, but does not prevent multiple design variables in a given element from having value simultaneously (see Fig. 4(b)). To constrain the total density in each element (e.g., $\sum_{i=1}^m z_{ei}^c \leq 1 \forall k$), as done by Hvejsel and Lund [23] and Hvejsel et al. [24], makes the optimization problem more complex and is not considered here. Instead, a simple post-processing step is found to be effective. Below two heuristic alternatives are discussed.

The DMO material interpolation defined in (12) and (13) penalizes material mixing (recall Fig. 4(a)). As noted by Gao and Zhang [2], when any of the weights, $w_{ei}^c$, in (13) is exactly equal to one, all other weights must be zero. Thus, in the case that the penalty function is able to push the design variables exactly to their 0/1 bounds, the final design corresponds to a discrete 0/1 design without any mixing. However, due to the density filter, intermediate densities appear at material boundaries, leading to mixing at material interfaces and total element densities (i.e., $\rho_e T = \sum_{i=1}^m z_{ei}^c$) possibly greater than one.

To remove cases in which total density is greater than one in a given element and/or to completely remove mixing from the design, two post-processing techniques are considered:

Heuristic post-processing technique # 1:
In each element that contains multiple materials, assign a density equal to $\min\{\rho_e T, 1\}$ to the design variable associated with the material that has the largest contribution to $\rho_e T$ and assign a density of zero to the design variables associated with all other materials. Break ties by selecting the stiffer of materials with the same contribution to $\rho_e T$. This approach removes all mixing and non-physical situations in which $\rho_e T > 1$.

Heuristic post-processing technique # 2:
For each element that contains multiple materials and $\rho_e T > 1$, scale the contribution of each material such that the total element density is equal to one and the relative contributions of the materials remain unchanged. This approach does not eliminate mixing, but removes non-physical situations in which $\rho_e T > 1$.

Since post-processing technique #2 proportionally scales back the contribution of each material to avoid total densities greater than one, it is expected to cause the objective to increase (stiffness is reduced) and guarantees that the
volume constraints will remain satisfied. In contrast, it is not clear whether the objective will increase or decrease after applying post-processing technique #1 or what the effect on the volume constraints will be. However, the objective may tend to reduce as a result of applying post-processing technique #1 since it eliminates mixing; recall that elements with material mixing tend to be less stiff according to the material interpolation scheme (see Fig. 4(a)). Additionally, since mixing tends to result from filtering and is typically limited to the intersection of materials (i.e., addition and removal of material across a material boundary will tend to cancel out), it is anticipated that the volume constraints will also reduce with post-processing technique #1 (note that the total volume of material is guaranteed to reduce as total densities greater than one are removed). A comparison of the compliance, volume fractions, and total element densities before and after post-processing (techniques #1 and #2) are provided in Section 6.2.2 and it is shown that, for the considered problems, the effect of post-processing on the global mechanical behavior (compliance) is minor and the constraints remain satisfied after post-processing.

6. Examples

Four numerical examples based on a MATLAB implementation demonstrate the key features, capabilities, and limitations of the present formulation for multi-material topology optimization. A summary of the examples is provided in Table 1.

All candidate materials are fully dense and without associated costs ($\gamma_i = 1 \ \forall i$), unless stated otherwise, and are linear elastic and isotropic, i.e., they are defined by two scalar parameters: modulus of elasticity, $E_i$, and Poisson’s ratio, $\nu_i$ for material $i$. All examples consider the SIMP penalty function and an Ersatz stiffness of $E_{\text{min}} = 1 \times 10^{-9}$. Additional optimization parameters considered for each example are provided in Table 2. The specified convergence tolerance defines the acceptable magnitude of change in design variables (infinity norm) used as a stopping criterion for the optimization algorithm. It is also noted that the formulation performs best when the initial guess does not favor any one candidate material. Thus, in all examples, the initial guess is specified such that all of the elements controlled by a given constraint have an equal initial density of each candidate material and the volume/mass constraint is satisfied in equality (or very close to equality for the mass constrained problem).

6.1. 2D tension member

A tension member is studied to demonstrate that the proposed approach is effective in accommodating many materials and that the algorithm is able to achieve solutions that seem obvious to a human-being, but that are not

---

1 Unless otherwise noted, the plots provided for all of the 2D results are surface plots with the $x$- and $y$-axes in the plane of the design and the $z$-axis representing the filtered density of each material (i.e., results are plotted with some finite thickness). For the 2D results, intermediate densities below 0.3 are not plotted. The 2-material 3D result is shown as a single isosurface with color indicating the two filtered density fields of the two materials. The 3D plotting routine is based on that developed by Zegard and Paulino [7] for single material designs, but has been modified for multi-material. Intermediate densities below 0.5 are not plotted for the 3D results.
Table 2
Optimization parameters used for all examples.

<table>
<thead>
<tr>
<th></th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIMP penalty parameter, $p$</td>
<td>3</td>
<td>continuation $[1 \rightarrow 3]$</td>
</tr>
<tr>
<td>Filter radius, $R$</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>OC move limit, $\delta$</td>
<td>0.2</td>
<td>0.15</td>
</tr>
<tr>
<td>OC linearization exponent, $\alpha$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Convergence tolerance</td>
<td>0.008</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Fig. 5. Tension member domain and boundary conditions with (a) one constraint controlling the entire domain (i.e., a global constraint); (b) ten constraints controlling ten sub-regions of the domain (i.e., local constraints); and (c) ten constraints each controlling the entire domain.

Fig. 6. Tension member designs for (a) a single volume constraint controlling all ten candidate materials in the entire domain (i.e., a global constraint); (b) ten volume constraints controlling a subset of the ten candidate materials in ten sub-regions of the domain (i.e., local constraints); and (c) ten volume constraints, each controlling a single candidate material in the entire domain (color online).

straightforward for a computer to obtain. The domain and boundary conditions for the tension member, as well as sub-regions controlled by the indicated volume constraints, are shown in Fig. 5, where the length parameter $L$ is taken to be 60 and $P$ is a unit load. In all three cases, the domain is discretized into a $600 \times 60$ orthogonal finite element mesh composed of four-node quadrilateral elements. Material properties for ten candidate materials considered for design of the tension member are provided along with their associated constraints in Tables 3–5 for the three considered cases.

First, a single volume constraint is specified to limit all ten candidate materials to fill no more than 50% of the entire domain volume (see Fig. 5(a) and Table 3). Since all candidate materials are linear elastic and isotropic, the expected solution for compliance minimization is a two-phase design in which the only non-void phase that shows up in the design is the one with largest modulus of elasticity. The resulting design, which is in agreement with intuition, is provided in Fig. 6(a).

Next, ten volume constraints are specified such that each limits a subset of the ten candidate materials to fill no more than 50% of a sub-region of the domain. The sub-regions controlled by each constraint are shown in Fig. 5(b) and the candidate materials associated with each constraint are summarized in Table 4. The first constraint controls all ten of the candidate materials, the second constraint controls all but the stiffest candidate material, the third constraint
Table 3
Candidate materials associated with the volume constraint for the problem depicted in Fig. 5(a) considering Poisson’s ratio $\nu_i = 0.3$ (constant), $i = 1, \ldots, 10$.

<table>
<thead>
<tr>
<th>Mat.</th>
<th>$E_i$</th>
<th>Constraint $g_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>0.9</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>0.8</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>✓</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>✓</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>✓</td>
</tr>
<tr>
<td>8</td>
<td>0.3</td>
<td>✓</td>
</tr>
<tr>
<td>9</td>
<td>0.2</td>
<td>✓</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>✓</td>
</tr>
</tbody>
</table>

Volume fraction: $\frac{1}{2}$

Table 4
Candidate materials associated with each of the ten volume constraints for the problem depicted in Fig. 5(b) considering Poisson’s ratio $\nu_i = 0.3$ (constant), $i = 1, \ldots, 10$.

<table>
<thead>
<tr>
<th>Mat.</th>
<th>$E_i$</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$g_1$ $g_2$ $g_3$ $g_4$ $g_5$ $g_6$ $g_7$ $g_8$ $g_9$ $g_{10}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>✓ - - - - - - - - -</td>
</tr>
<tr>
<td>2</td>
<td>0.9</td>
<td>✓ ✓ - - - - - - - -</td>
</tr>
<tr>
<td>3</td>
<td>0.8</td>
<td>✓ ✓ ✓ - - - - - - -</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>✓ ✓ ✓ ✓ - - - - - -</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>✓ ✓ ✓ ✓ ✓ - - - -</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ - - -</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ - -</td>
</tr>
<tr>
<td>8</td>
<td>0.3</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ -</td>
</tr>
<tr>
<td>9</td>
<td>0.2</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
</tbody>
</table>

Volume fraction: $\frac{1}{2}$

controls all but the two stiffest candidate materials, and so on. Using the same logic as in the previous example, it is expected that the only material that will appear in each sub-region is that with the largest modulus of elasticity. The corresponding solution is provided in Fig. 6(b) and agrees well with human intuition, but it is somewhat surprising that the algorithm could obtain such a predictably clean solution.

Lastly, ten volume constraints are specified such that each limits a single candidate material to fill no more than 5% of the entire domain volume (see Fig. 5(c) and Table 5). If all ten materials are used to their limits, the domain will be 50% filled with material. Here, the solution is not as obvious, even to a human, but the resulting design in Fig. 6(c) is a valid one. The final design captures the local effects of the boundary conditions by distributing the stiffest materials to the regions with loading and support conditions and distributing vertical layers of decreasingly stiff materials inward from both ends. Additionally, the tension member is thinner in regions where the stiffer materials are distributed and thicker toward the center, where the least stiff materials are layered horizontally above and below the main structure.

6.2. 2D MBB beam

The MBB beam is used to demonstrate that:

1. the formulation leads to material distributions that qualitatively agree with principles of mechanics for a bending problem;
Table 5
Candidate materials associated with each of the ten volume constraints for the problem depicted in Fig. 5(c) considering Poisson’s ratio $\nu_i = 0.3$ (constant), $i = 1, \ldots, 10$.

<table>
<thead>
<tr>
<th>Mat.</th>
<th>$E_i$</th>
<th>Constraints</th>
<th>$g_1$</th>
<th>$g_2$</th>
<th>$g_3$</th>
<th>$g_4$</th>
<th>$g_5$</th>
<th>$g_6$</th>
<th>$g_7$</th>
<th>$g_8$</th>
<th>$g_9$</th>
<th>$g_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>0.9</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>0.8</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>0.3</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>9</td>
<td>0.2</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Volume fraction: $\frac{1}{20}$ $\frac{1}{20}$ $\frac{1}{20}$ $\frac{1}{20}$ $\frac{1}{20}$ $\frac{1}{20}$ $\frac{1}{20}$ $\frac{1}{20}$ $\frac{1}{20}$ $\frac{1}{20}$ $\frac{1}{20}$ $\frac{1}{20}$

2. the post-processing techniques do not significantly impact the mechanical behavior of the design and do not lead to constraint violations for the problems considered;
3. the formulation is effective at achieving multi-material designs with specification of a single global mass constraint that controls multiple candidate materials in the entire domain by considering candidate materials with varying stiffness-to-mass ratios.

Fig. 7. MBB beam domain and boundary conditions with constraints shown to control the entire domain (only half of the domain is modeled and symmetry is assumed along the vertical centerline).

6.2.1. 2D MBB beam: Global volume constraints on individual materials

To demonstrate that the presented formulation is effective at distributing materials in accordance with basic principles of mechanics, the MBB beam is designed considering a volume constraint for each of two, three, four, and five of the candidate materials described in Table 6, in the entire domain. The parameter, $V_{j}^{\text{max}}$, is specified for each material according to the volume fractions provided in Table 6 such that the total allowable volume is 50% of the domain volume and is divided evenly between each of the candidate materials.

The domain and boundary conditions for the MBB beam are provided in Fig. 7 and the parameters considered are $L = 60$ and $P = 1$. Half of the domain is discretized into a $120 \times 60$ orthogonal finite element mesh composed of four-node quadrilateral elements. Symmetry along the vertical centerline of the domain is assumed and results are shown with symmetry imposed.
Table 6
Candidate materials and specified volume constraints for 2, 3, 4, and 5-material MBB beam designs considering Poisson’s ratio $\nu_i = 0.3$ (constant), $i = 1, \ldots, 10$.

<table>
<thead>
<tr>
<th>Mat. $E_i$ (Fig. 8(a))</th>
<th>2-material $g_1$</th>
<th>2-material $g_2$</th>
<th>3-material $g_1$</th>
<th>3-material $g_2$</th>
<th>3-material $g_3$</th>
<th>4-material $g_1$</th>
<th>4-material $g_2$</th>
<th>4-material $g_3$</th>
<th>4-material $g_4$</th>
<th>5-material $g_1$</th>
<th>5-material $g_2$</th>
<th>5-material $g_3$</th>
<th>5-material $g_4$</th>
<th>5-material $g_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
</tr>
</tbody>
</table>

Volume fraction: $\frac{1}{4}$ $\frac{1}{4}$ $\frac{1}{6}$ $\frac{1}{6}$ $\frac{1}{6}$ $\frac{1}{6}$ $\frac{1}{8}$ $\frac{1}{8}$ $\frac{1}{8}$ $\frac{1}{8}$ $\frac{1}{10}$ $\frac{1}{10}$ $\frac{1}{10}$ $\frac{1}{10}$ $\frac{1}{10}$

Fig. 8. Multi-material MBB beam designs with individual global volume constraints for each of (a) 2; (b) 3; (c) 4; and (d) 5 candidate materials. Plotted material distributions and objective values are based on the converged results (i.e., before post-processing) (color online).

Table 7
MBB beam: compliance of the converged and post-processed designs.

<table>
<thead>
<tr>
<th></th>
<th>2-material</th>
<th>3-material</th>
<th>4-material</th>
<th>5-material</th>
</tr>
</thead>
<tbody>
<tr>
<td>At convergence</td>
<td>27.03</td>
<td>35.18</td>
<td>33.77</td>
<td>35.27</td>
</tr>
<tr>
<td>Post-processing technique #1</td>
<td>26.47</td>
<td>33.75</td>
<td>31.98</td>
<td>32.96</td>
</tr>
<tr>
<td>Post-processing technique #2</td>
<td>27.91</td>
<td>36.44</td>
<td>35.59</td>
<td>38.24</td>
</tr>
</tbody>
</table>

and bottom surfaces. The final objective value is listed beneath each design in Fig. 8 and the full convergence plot for each is provided in Fig. 9(a). A comparative investigation of the cases illustrated by Fig. 8 indicate that the different multi-material designs lead to different geometrical and topological configurations. In reference to the latter case, notice that the beams in Fig. 8(a), (b), and (d) have seven holes, while the beam in Fig. 8(c) has nine holes.

6.2.2. 2D MBB beam: Post-processing techniques
This example is also used to show the effect of the two post-processing techniques described in Section 5.2. For each of the four designs, the compliance and volume fractions of each candidate material are provided in Tables 7 and 8, respectively, for the results obtained at convergence and for those obtained after applying the two post-processing techniques. Note that, as predicted (see discussion in Section 5.2), post-processing technique #1 leads to minor reductions in the objective while post-processing technique #2 leads to minor increases in the objective. Both post-processing techniques lead to reductions in the volume fractions of each candidate material (i.e., no constraint violations). The observed trends are specific to the problem at hand and may not hold for other problems. Nevertheless, this study provides evidence that, although the formulation allows material mixing and possibly (non-physical) total
**Table 8**

MBB beam: volume fractions (in brackets) of the converged and post-processed designs (compare to the volume constraints listed in Table 6).

<table>
<thead>
<tr>
<th></th>
<th>2-material design</th>
<th>4-material design</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[Mat. 1, Mat. 3]</td>
<td>[Mat. 1, Mat. 2, Mat. 4, Mat. 5]</td>
</tr>
<tr>
<td>At convergence</td>
<td>[0.2500, 0.2500]</td>
<td>[0.1250, 0.1250, 0.1250, 0.1250]</td>
</tr>
<tr>
<td>Post-processing technique #1</td>
<td>[0.2477, 0.2480]</td>
<td>[0.1238, 0.1240, 0.1209, 0.1233]</td>
</tr>
<tr>
<td>Post-processing technique #2</td>
<td>[0.2480, 0.2476]</td>
<td>[0.1234, 0.1239, 0.1223, 0.1223]</td>
</tr>
<tr>
<td></td>
<td>[Mat. 1, Mat. 3, Mat. 4]</td>
<td>[Mat. 1, Mat. 2, Mat. 3, Mat. 4, Mat. 5]</td>
</tr>
<tr>
<td>At convergence</td>
<td>[0.1667, 0.1667, 0.1667]</td>
<td>[0.1000, 0.1000, 0.1000, 0.1000, 0.1000]</td>
</tr>
<tr>
<td>Post-processing technique #1</td>
<td>[0.1658, 0.1642, 0.1650]</td>
<td>[0.0997, 0.0976, 0.0980, 0.0963, 0.0971]</td>
</tr>
<tr>
<td>Post-processing technique #2</td>
<td>[0.1655, 0.1646, 0.1649]</td>
<td>[0.0984, 0.0978, 0.0979, 0.0974, 0.0972]</td>
</tr>
</tbody>
</table>

In Figs. 10 and 11, the 3-material MBB beam design is used to demonstrate that, although the formulation does not enforce strict constraints to avoid material mixing or total densities exceeding one, the material interpolation scheme is effective at avoiding this type of behavior throughout the majority of the design. Observation indicates that cases of material mixing and material densities exceeding one are typically limited to regions where distinct materials intersect. In Fig. 10, each of the three candidate material densities are mapped to intensities of red, green, and blue, for materials one, three, and five of Table 6, respectively, and plotted using the corresponding RGB values. Two views of the RGB mixing cube are provided in Fig. 10(a) for comparison with the mixing shown for the converged (Fig. 10(b)) and post-processed designs (Fig. 10(c) and (d) for techniques #1 and #2, respectively). Note that the standard RGB mixing cube has been rotated such that when all three materials are at their lower bounds, the intensities of red, green, and blue are equal to zero, resulting in white (absence of material). When all three materials are at their upper bounds, the intensities of red, green, and blue are equal to one, resulting in black (this case is avoided with the selected material interpolation scheme). Mixing is clearly limited to regions at which the materials intersect. Post-processing technique #1 removes all mixing and post-processing technique #2 does not, as expected. In Fig. 11(a), the total element densities, $\rho^e_T$, are plotted and it is observed that at convergence the total element densities exceed one at the intersection of distinct materials. Both post-processing techniques eliminate this anomaly, leading to almost identical plots of total element densities in both cases, as shown in Fig. 11(b) and (c).

### 6.2.3. 2D MBB beam: Single global mass constraint for 2-material design

For linear elastic, isotropic materials with a single volume constraint controlling all of the materials, the optimizer will always select the stiffest material for the minimum compliance problem (recall the result in Fig. 6a). In the
Fig. 10. Demonstration that material mixing may occur at the intersection of distinct material regions and the effect of post-processing on material mixing: (a) Two views of the RGB cube, which has been rotated so that white is at the origin to represent void. The rotated RGB cube is a reference for the mixing shown in the 3-material MBB beam (b) at convergence; (c) after post-processing (technique #1); and (d) after post-processing (technique #2), with densities of each material mapped to an RGB value. The density of material 1 represents the intensity of red, the density of material 3 represents the intensity of green, and the density of material 5 represents the intensity of blue. Absence of material is denoted by white and presence of all three materials (at their upper bounds) is denoted by black (color online).

Fig. 11. Demonstration that total material densities may exceed one at the intersection of distinct material regions and the effect of post-processing on the total material densities: 3-material MBB beam (a) at convergence; (b) after post-processing technique #1; (c) after post-processing technique #2.

previous sub-section, multi-material designs were obtained by imposing separate volume constraints on each of the candidate materials, allowing all of the available materials to emerge and be used to their limits. In this sub-section, scale factors, \( \gamma_i \), are applied to the materials and it is shown that multi-material designs can be obtained even when all materials are controlled by a single global constraint. By varying the stiffness-to-mass ratios of the candidate materials, the optimizer may select a less stiff material in favor of a less dense material [2–6]. Although not explicitly considered here, cellular materials may have varying stiffness-to-mass ratios and could be considered as candidate materials in the present formulation.

The MBB beam is designed with a global mass constraint considering the two candidate materials described in Table 9, i.e., \( E_1 = 1 \) and \( E_2 = 0.5 \). The mass density of material 1 is held constant (\( \gamma_1 = 1 \)) and that of material 2 is varied (\( \gamma_2 = 0.5, 0.49, 0.48, 0.47 \) for cases a, b, c, and d, respectively). Thus, the stiffness-to-mass ratio of material 1 is \( E_1/\gamma_1 = 1.000 \), while that of material 2 is \( E_2/\gamma_2 = 1.000, 1.020, 1.042, 1.064 \) for cases a, b, c, and d, respectively. In all cases, the mass limit, \( M^{\text{max}} = 0.35 V^{\text{total}} \), where \( V^{\text{total}} \) is the total domain volume.
First, a single material problem considering material 1 and four single-material problems considering materials 2a, 2b, 2c, and 2d (Table 9) are conducted to demonstrate that in a mass constrained problem, the stiffness, $E_i$, and mass density, $\gamma_i$, both influence the volume and compliance of the final design. According to the mass constraint, the allowable volume fraction of material $i$ is equal to $0.35/\gamma_i$ for the single material problem. In Fig. 12, the single material result considering material 1 is shown and the volume fraction and compliance are reported. In Fig. 13, the single material results considering materials 2a, 2b, 2c, and 2d are shown and the associated volume fractions and compliance values are reported. Note that the volume fractions are consistent with those required by the mass constraint, i.e., the volume fraction of material 1 is $0.35/\gamma_1 = 0.35$ and the volume fractions of material 2 are $0.35/\gamma_2 = 0.700, 0.714, 0.729, 0.745$ for cases a, b, c, and d, respectively. In all cases, the volume of material 2 is greater than that of material 1 since material 2 has a lower mass density in all cases. Although material 1 is stiffer than material 2, the compliance of the structure composed of only material 2 becomes more efficient (lower objective) once the mass density of material 2 becomes large and there is enough allowable volume to make up for the reduced stiffness.
Fig. 14. 2-material MBB beam design with $E_1/\gamma_1 = 1$ and varying stiffness-to-mass ratio for material 2: (a) $E_2/\gamma_2 = 1.000$; (b) $E_2/\gamma_2 = 1.020$; (c) $E_2/\gamma_2 = 1.042$; (d) $E_2/\gamma_2 = 1.064$. Plotted material distributions are based on the converged results (i.e., before post-processing) (color online).

Table 10
Volume fractions, constraint, $g$, and compliance, $J$, for each of the composite MBB beam designs considering candidate materials 1 and 2 and a single global mass constraint ($M_{max}/V_{total} = 0.35$) with $E_1/\gamma_1 = 1$ ($E_1 = 1, \gamma_1 = 1$) and varying stiffness to mass-ratio for material 2. All numerical results are based on the converged results (i.e., before post-processing).

<table>
<thead>
<tr>
<th>Fig.</th>
<th>$E_1$</th>
<th>$\gamma_1$</th>
<th>$E_2$</th>
<th>$\gamma_2$</th>
<th>$E_2/\gamma_2$</th>
<th>Volume fraction</th>
<th>$g_1$</th>
<th>$J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>14(a)</td>
<td>1.000</td>
<td>1.000</td>
<td>0.500</td>
<td>0.500</td>
<td>1.000</td>
<td>0.350</td>
<td>0.000</td>
<td>0.350 30.71</td>
</tr>
<tr>
<td>14(b)</td>
<td>1.000</td>
<td>1.000</td>
<td>0.500</td>
<td>0.490</td>
<td>1.020</td>
<td>0.250</td>
<td>0.205</td>
<td>0.455 29.03</td>
</tr>
<tr>
<td>14(c)</td>
<td>1.000</td>
<td>1.000</td>
<td>0.500</td>
<td>0.480</td>
<td>1.042</td>
<td>0.153</td>
<td>0.411</td>
<td>0.564 27.64</td>
</tr>
<tr>
<td>14(d)</td>
<td>1.000</td>
<td>1.000</td>
<td>0.500</td>
<td>0.470</td>
<td>1.064</td>
<td>0.119</td>
<td>0.493</td>
<td>0.611 26.74</td>
</tr>
</tbody>
</table>

Next, the 2-material problems described in Table 9 are considered to determine whether multi-material designs will perform better than the single material designs in Figs. 12 and 13. The resulting designs are plotted in Fig. 14 and the corresponding volume fractions, constraint values, and compliance values are provided in Table 10. When the stiffness-to-mass ratios of materials 1 and 2 are equal (Fig. 14(a)), the stiffer material is selected, as expected. As the stiffness-to-mass ratio of material 2 becomes larger (Fig. 14(b), (c), (d)), an increasing volume of the material 2 arises. Note that in all cases, the compliance is less than or equal to that of the single material designs in Figs. 12 and 13. Thus, for the considered mass constrained problem, a multi-material design tends to be more efficient when the stiffness-to-mass ratio of the less stiff material becomes large enough that the increased allowable volume makes up for its reduced stiffness.

6.3. Controlling the void distribution with multiple local volume constraints

In this section, a domain of width 90 and height 240 is designed considering a single material ($E_1 = 1, \nu_1 = 0.3$) and local volume constraints are defined to control sub-regions of the domain, i.e., the constraints are local. Five cases are considered: one, six, twelve, twenty-four, and ninety-six sub-regions (see Fig. 15), each with a volume constraint limiting the material from occupying more than 50% of the sub-region volume. In each case, the boundary conditions of Fig. 15(a) are applied: fixed support at the base and eleven equal point loads of magnitude 0.1 applied along the height of the domain on both sides. The same finite element discretization is used in all cases: $90 \times 240$, four-node quadrilateral finite elements.

The resulting designs are provided in Fig. 16, where it is shown that for a single sub-region (Fig. 16(a)) the material tends to concentrate in the bottom half of the structure and as the number of specified sub-regions increases, the material becomes more uniformly distributed throughout the domain. Designs of this nature, with many intricate

---

2. The difference in compliance, $J$, between the designs in Figs. 12 and 14(a) is a numerical artifact resulting from the fact that one is a single material optimization problem and the other is a multi-material optimization problem, i.e., the two problems have different numbers of design variables and different initial guesses.
Fig. 15. Exploring local volume constraints: (a) domain and boundary conditions with one sub-region; (b) six sub-regions; (c) twelve sub-regions; (d) twenty-four sub-regions; and (e) ninety-six sub-regions, each controlled by a single volume constraint with one candidate material.

details and redundancies, may be desirable in a number of applications. Note that the volume fraction of material (of the entire domain) is equal to 0.5 in each of the final designs in Fig. 16, but the compliance increases as the number of sub-regions increases and the problem becomes highly constrained (see the convergence plots in Fig. 17).

6.4. 3D cantilever beam

The presented formulation is also implemented in a modified version of the 3D MATLAB code provided by Liu and Tovar [53]. Here, a 3D cantilever beam with a vertical point load at the tip is designed considering two volume constraints, each controlling a single material in the entire domain. The domain and boundary conditions are provided in Fig. 18, where the length parameter $L$ is taken to be 64 and $P$ is a unit load. The $192 \times 64 \times 64$ domain is discretized into 786,432 eight-node hexahedral elements with unit edge length. Material properties for the two candidate materials are provided in Table 11 along with the volume limits for the two constraints. Optimization parameters specified for the 3D cantilever are provided in Table 2. Continuation on the SIMP penalty parameter, $p$, is often considered in 2-phase topology optimization to bias the solution toward that of the convex problem ($p = 1$) in the first few iterations. Although the material interpolation used here does not guarantee a convex problem for $p = 1$, continuation is effective in achieving desirable designs, perhaps due to the fact that the material interpolation is similar to the standard 2-phase SIMP interpolation when no mixing exists in the design. As such, $p = 1$ is used at the start of the algorithm and is incremented by 0.5 every ten iterations until $p = 3$, at which point $p$ remains constant until convergence.

The final design after post-processing (technique #1, i.e., all mixing eliminated) as well as a 3D-printed version of the design are provided in Fig. 19. The 3D-print was manufactured using an ink-jet technology to bond layers of plaster-like powder together ($zp^{\text{R}}151$ Powder) with a colored bonding agent (ColorBond $zbond^{\text{R}}90$). The post-processed design was prepared for 3D printing using TOPslicer [7] (modified to accommodate multiple materials) to generate an X3D file containing both volume and color data, where the different colors represent the different materials.

---

3 In the case of building bracing design, specifying local volume constraints may enable the designer to achieve designs in which more uniform lighting is emitted into the interior space. Local volume constraints may also be useful for design of biological structures, which often have complex microstructures [52].

4 The model was printed using an online 3D-printing service from Sculpteo.

5 Printer: Z Corporation ZPrinter 650.
7. Conclusions

A simple and robust formulation for multi-material topology optimization in the continuum setting is presented that can accommodate an arbitrary number of candidate materials and arbitrarily specified volume/mass constraints.
Table 11

<table>
<thead>
<tr>
<th>Mat.</th>
<th>$E_i$</th>
<th>Constraints</th>
<th>$g_1$</th>
<th>$g_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>✓</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>–</td>
<td>✓</td>
<td>–</td>
</tr>
</tbody>
</table>

Volume fraction: 0.07, 0.03

(global and/or local constraints). Specifically, by taking advantage of the separable dual objective in the linearized subproblems, the ZPR scheme updates for each volume/mass constraint independently. As such, the formulation is effective for multiple volume/mass constraints that can control all or a subset of the candidate materials in the entire domain or a subset of the domain. Although the selected DMO material interpolation causes the number of design variables to increase linearly with the number of candidate materials, the variable separability of constraints defined in accordance with the DMO material interpolation lends them to being coupled with the efficient ZPR update scheme. Although additional constraints to ensure that pointwise densities do not exceed one are not considered, it is shown that a simple post-processing step is sufficient to achieve physical designs that have similar behavior as the converged designs.

The formulation itself places no limits on the number of candidate materials. Results with up to ten solid material phases are presented and the formulation is shown to achieve designs (local minima) in agreement with human intuition from the perspective of mechanics. It is also shown that by specifying volume constraints on sub-regions of the domain (local constraints), a designer can obtain increased control over the material distribution, at the expense of increased compliance for a more highly constrained problem.

Lastly, the formulation is demonstrated in 3D and the result is 3D-printed using multiple colors to visually represent the various materials. Although the 3D-printed model provided here is not functional, it demonstrates that technologies for realizing designs with varying elastic properties may be achieved using similar ideas as the multicolor print. Perhaps more nearsighted future work would be to consider cellular and/or anisotropic candidate materials and obtain designs with varying material properties from a single bulk material [11,55,57]. In fact, the multi-material formulation presented here is available as part of Sandia National Laboratories’ PLATO code, an object-oriented, massively parallel framework for optimization-based design, which can accommodate anisotropic and cellular materials [8,56]. Thus, the PLATO implementation can be seen as an avenue toward designing structures with varying material properties that are practical to manufacture.

6 This possibility can be explored as the appropriate technologies, e.g., PolyJet [10] or others [54], improve and new technologies become available.
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Appendix. Nomenclature

\( \Gamma_D \) Partition of \( \partial \Omega \) where displacements are prescribed
\( \Gamma_N \) Partition of \( \partial \Omega \) where tractions are applied
\( \tilde{\Gamma}_N \) Partition of \( \Gamma_N \) where non-zero tractions are applied
\( \mathbf{H} \) Matrix of linear density filter weights
\( \Omega \) Set of material points in design domain
\( \alpha \) Linearization exponent
\( \chi \) Indicator function
\( \delta \) ZPR move limit
\( \partial \Omega \) Boundary of \( \Omega \)
\( \delta \text{u} \) Test functions
\( \eta \) Material interpolation function
\( \gamma_i \) Scale factor representing mass density of material \( i \)
\( \lambda_j \) Lagrange multiplier of constraint \( j \)
\( v_i \) Poisson’s ratio of material \( i \)
\( \omega \) Set of material points defining optimal shape
\( \rho_t (X) \) Total density of material at material point \( X \)
\( \rho_e \) Total density of material in element \( e \)
\( \tilde{\rho}_i \) Filtered density field of material \( i \)
\( \rho_i (X) \) Continuous density field for material \( i \)
\( E_i \) Modulus of elasticity associated with material \( i \)
\( E_{min} \) Ersatz stiffness
\( F \) Filter
\( J \) Objective function (structural compliance)
\( N \) Number of elements in design domain
\( M_{j}^{max} \) Mass limit associated with constraint \( j \)
\( N_c \) Number of volume/mass constraints
\( N_i \) Shape function for degree of freedom \( i \)
\( R \) Filter radius
\( S \) Set of material tensors
\( U \) Set of kinematically admissible displacement fields
\( U_o \) Set of test functions
\( V^e \) Volume of element \( e \)
\( V_e \) Total volume of material in element \( e \)
\( V_{j}^{max} \) Volume limit associated with constraint \( j \)
\( V_{total} \) Total domain volume
\( \mathbf{C} (X) \) Spatially varying material tensor
\( \mathbf{K} \) Stiffness matrix
\( X \in \mathbb{R}^{n_{sd}} \) Material point
\( \textbf{f} \) Vector of applied nodal forces
\( \textbf{k}^e \) Element stiffness matrix
\( \mathbf{k}_e \) Constant portion of element stiffness matrix
\( \mathbf{u} \) Displacement field (trial functions)
\( y_i \) Intervening variable
\( d(j,e) \) Distance between design variables \( z^j_i \) and \( z^e_i \)
\( g_j \) \( j \)th volume/mass constraint
\( m \) Number of candidate materials available in the domain
\( n_d \) Spatial dimension
\( n_n \) Number of nodes per element
\( p \) Penalty parameter for SIMP
\( q \) Penalty parameter for RAMP
\( t \) Traction
\( w^e_i \) Weight of material \( i \) in element \( e \)
\( z^e_i \) Design variable associated with material \( i \) in element \( e \)
\( \hat{z}^e_i \) Filtered density of material \( i \) in element \( e \)
ZPR Zhang–Paulino–Ramos Jr. design variable update scheme, pronounced “zipper”
\( \bar{u} \) Prescribed displacement
\( \bar{z}^e_i \) Lower and upper bounds on \( z^e_i \) during the design variable update
\( \bar{z}^{\mathcal{E}}_i \) Filtered and penalized density of material \( i \) in element \( e \)
\( \mathcal{A} \) Choice function
\( \mathcal{D}_j \) Set of design variables associated with constraint \( j \)
\( \mathcal{E}_j \) Set of element indices associated with constraint \( j \)
\( \mathcal{G}_j \) Set of material indices associated with constraint \( j \)
\( \mathcal{N}_e \) Neighborhood of element \( e \)
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