Segmental multi-point linearization for parameter sensitivity approximation in reliability analysis
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ABSTRACT

This paper proposes an efficient method named segmental multi-point linearization for accurate approximation of the sensitivity of failure probability with respect to design parameters. The method is established based on a piecewise linear fitting of the limit state surface and the analytical integral of the gradient of the failure probability with respect to parameters in the limit state function. The proposed method presents an attractive ratio of accuracy to computational cost. The general framework is scalable such that, by adjusting its complexity, different levels of accuracy can be achieved. The method is especially suitable to be implemented in gradient-based routines for solving reliability-based design optimization problems where accuracy of the parameter sensitivity is essential for convergence to an optimal solution.
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1. Introduction

The primary concern of reliability analysis is the approximation of the failure probability $P_f$, or the equivalent generalized reliability index $\beta$, which is defined as $\beta = \Phi^{-1}(1 - P_f)$ [1], where $\Phi^{-1}(\cdot)$ is the inverse function of the cumulative distribution function (CDF) of the standard normal distribution. In addition, computation of sensitivity of failure probability to changes in parameters that influence the failure probability is an important aspect as this quantification provides insights on how the failure probability might change with changes in the values of some parameters. The partial derivatives of failure probability with respect to these parameters are called parameter sensitivity [1]. The parameters are categorized into two groups [2]. One group contains the parameters that appear in the probability density functions (PDF) of random variables and they are usually called distribution parameters. The other set of parameters, called design parameters, appear in the limit state function, a mathematical description that defines whether the component or system is safe or not. In this paper, we propose an efficient numerical method to approximate the parameter sensitivity of the failure probability with respect to design parameters.

The motivation of this work is due to the increasing demand for improvement of engineering designs based on reliability analysis, for example, either reducing cost without sacrificing reliability or simply increasing reliability of current design, which can be expressed mathematically as an optimization problem [11], called reliability-based design optimization (RBDO) [12–20]. In the RBDO formulation, the aforementioned design parameters are treated as design variables. Most RBDO problems are formulated as optimization problems with probabilistic constraint(s). The sensitivity of the probabilistic constraint is particularly important if one wants to use efficient gradient-based routines to solve the design optimization problem.

There are mainly two major gradient-based approaches for RBDO in the literature: the Reliability Index Approach (RIA), which explicitly uses the gradient of probabilistic constraint(s) in the optimization; and the Performance Measure Approach (PMA), which constructs target performance function(s) as equivalent deterministic constraint(s) by inverse reliability analysis [12], and thus the gradient of probabilistic constraint(s) is involved implicitly. Among different alternatives, currently the two approaches are mostly implemented in conjunction with first-order reliability method (FORM) and FORM-based expressions for sensitivity [13–19]. To improve the solutions, heuristic updates of the failure probability using, for example, second-order reliability method (SORM), Monte Carlo simulation (MCS), and other reliability methods, are used in many RBDO approaches [19,16], however, in general, the approximations of the sensitivity of failure probability in these approaches are still based on FORM. Another type of gradient-based approach employs the sample average...
approximation (SAA) where the failure probability and its sensitivity calculation are both carried out using MCS-based techniques [6], which require very high computational cost but could yield quite accurate estimation of the sensitivity.

Although numerical estimation of failure probability has been studied extensively, there are not many papers in the literature that focus on the numerical approximation of the parameter sensitivity. Early work can be found around the year 1990, mostly from a theoretical point of view. For instance, Hohenbichler and Rackwitz [2] derived the expressions for parameter sensitivity of the estimated failure probability obtained by FORM with respect to both distribution and design parameters. In other words, the expressions are only exact when the limit state function is linear. Breitung [3] derived an analytical expression for the parameter sensitivity of failure probability with general limit state functions, and he suggested an asymptotic approximation, which has similar terms as the expression in [2]. There is also a study on the derivatives of probability functions done by Uryasev [4]. However, although analytical expressions for the parameter sensitivity of the failure probability are available, usually precise numerical evaluation of the sensitivity is not possible, similarly to the case of failure probability evaluation.

Some numerical methods have been developed to approximate the parameter sensitivity. An efficient method is available by implementing the expressions in [2], which are by nature an approximation. The advantage is that it is so simple that it can be computed with very low computational cost. However, the expressions can be quite inaccurate when the nonlinearity of the limit state function is significant. Karamchandani and Cornell [5] developed a method that approximates the parameter sensitivity with respect to distribution parameters that can take second order effect into account, based on SORM and the finite difference method. In addition, MCS-based stochastic methods are often used for approximating the sensitivity of probability [6–10]. For example, the sample average approximation was used for both component and system reliability constrained problems by Royset and Wright [17] derived the expressions for parameter sensitivity of the failure probability in an equivalent form

\[ \min_x f(x) \]

\[ \text{s.t. } P_f = \int_{\mathcal{X}} \phi_n(u) du \leq P_t' \]

\[ h(x) \leq 0 \]

where \( P_f' \) is the target failure probability; \( x \) is the vector of design variables (i.e. design parameters); \( \mathbf{v} \) is the vector of random variables with distribution described by the PDF \( f_\mathbf{v}(\mathbf{v}); f(x) \) is the objective function; \( g(\mathbf{v},x) \) is the limit state function; and \( h(x) \) is a set of deterministic constraints such as lower and upper bounds of \( x \). Reliability methods often require a probability preserving transformation \( \mathbf{u} = T(\mathbf{v}) \), where \( \mathbf{u} \) is a vector of independent standard normal random variables. Replacing \( \mathbf{v} \) by \( T^{-1}(\mathbf{u}) \) defines the limit state function in an equivalent form \( \mathcal{G}(\mathbf{u},x) = g(T^{-1}(\mathbf{u}),x) \), which is the function that is eventually used for reliability analysis. The formulation (1) would accordingly become:

\[ \min_x f(x) \]

\[ \text{s.t. } P_f = \int_{\mathcal{X}} \phi_n(u) du \leq P_t' \]

\[ h(x) \leq 0 \]

where \( \phi_n(\cdot) \) is the multi-variate standard normal PDF with uncorrelated elements and \( n \) is the number of random variables. Equivalently, the constraint on failure probability can be expressed in terms of generalized reliability index, which is defined as \( \beta = \Phi^{-1}(1 - P_f) \).

Mathematically, the KKT optimality conditions of the RBDO model described in (2), are:

1. Stationarity condition: \( \nabla f + \lambda \nabla P_f = 0 \)
2. Primal feasibility: \( P_f' - P_f \leq 0, h_i \leq 0 \quad \forall i \)
3. Dual feasibility: \( \lambda \geq 0, \gamma_i \geq 0 \quad \forall i \)
4. Complementary slackness: \( \lambda(P_f - P_f') = 0, \gamma_i h_i = 0 \quad \forall i \)

where \( \lambda \) and \( \gamma_i \)'s are the Lagrange multipliers. The KKT conditions are necessary for a solution to be optimal. Because for most RBDO cases, \( P_f \) and \( \nabla P_f \) can only be evaluated approximately, then the KKT conditions are only approximately satisfied at the optimized solution. Different RBDO algorithms have different approximations about the KKT conditions in the end. Thus they may converge to different solutions. However, when the probabilistic constraint is active in an optimization problem, PMA and RIA will converge to the same solution if they are both based on FORM as they share the same approximations of the KKT conditions.
In the RIA formulation, the reliability constraint is considered directly. The sensitivity of failure probability with respect to design variables is used to obtain the search direction in optimization. The expression for the gradient $\nabla_s \beta_1$ is derived by Hohenbichler and Rackwitz [2]:

$$\nabla_s \beta_1 = \frac{1}{\|\nabla_u G\|} \nabla_s G$$

(3)

where $\beta_1 = \|u\|$ which is the approximate reliability index by FORM; and $G(x, u^*)$, which is the limit state function evaluated at the design point $u^*$ as defined by Eq. (4) with current design $x$, where it is evaluated.

$$u^* = \arg \min_u \{\|u\| \mid G(u, x) = 0\}$$

(4)

As $P_f = 1 - \Phi(\beta)$, then we have $dP_f / d\beta = -\varphi(\beta)$. By applying the chain rule, we obtain:

$$\nabla_x P_f = \nabla_x P_{f,1} = - \frac{\varphi(\beta_1)}{\|\nabla_u G\|} \nabla_s G$$

(5)

where the notation $P_{f,1}$ denotes the FORM approximation. The KKT stationarity condition of FORM-based RIA is then given by:

$$\nabla_x f + \chi^{RAM} - \frac{\varphi(\beta_1)}{\|\nabla_u G\|} \nabla_s G + \sum \gamma_i \nabla_x h_i = 0$$

(6)

As stated before, Eq. (5) is the sensitivity of the approximate failure probability obtained by FORM [13]. In general, differentiation of an approximate expression enlarges the error [23]. Therefore, even in the cases that FORM provides a good approximation of an approximate expression enlarges the error [23]. Therefor, in the cases that FORM provides a good approximation of $P_f$, the sensitivity $\nabla_x P_f$ calculated by FORM-based approximation could have a relatively large error.

The FORM-based PMA formulation applies an inverse FORM reliability analysis. The approach defines a target performance function $G^*(x) = G(x, u^*)$ and incorporates it as a deterministic constraint of the optimization, where $u^*$ is an estimation of the design point of the optimal design, which is also called the most probable point (MPP), and is updated at each iteration as:

$$u^* = \arg \min_u \{G(u, x) \mid \|u\| = \beta^t = \Phi^{-1}(1 - P_f)\}$$

(7)

Usually an approximation of the MPP $u^*$ is used to reduce computational cost. The advantage of PMA is that it is not sensitive to the accuracy of $u^*$. As a result, many single loop algorithms, which involve a coarse approximation of $u^*$, are developed based on PMA [14,15]. However, when the optimum is achieved and the probabilistic constraint become active, $u^*$ converges to the design point of the final design [12]. The KKT stationarity condition of the PMA becomes:

$$\nabla_x f + \chi^{PMA} - \frac{\varphi(\beta)}{\|\nabla_u G\|} \nabla_s G + \sum \gamma_i \nabla_x h_i = 0$$

(8)

Eqs. (6) and (8) are the same, except for the different coefficients of the second term. If the probabilistic constraint is active and the design point is unique, the two approaches should yield:

$$\chi^{PMA} = \frac{\varphi(\beta)}{\|\nabla_u G\|} \chi^{RAM}$$

(9)

Given that the probability of failure are both approximated by FORM, the KKT conditions of RIA and PMA become identical. Hence, although PMA tends to be more robust than RIA, it does not improve the result of the optimization because it is mathematically equivalent to RIA when the problem has active probabilistic constraint and the corresponding design point is unique. If we look into the iteration process, the $u^*$ for RIA and $u^*$ for PMA are at different coordinates until they converge to the same design. The trajectories of RIA and PMA in the random space are illustrated in Fig. 2, where $x^*$ refers to the “optimal” design, $x_0$ is the initial design, and $x_i$ represent an intermediate design in the optimization process.

Fig. 2. Trajectory of the optimization process of RIA and PMA in the standard normal random space.

Many algorithms, which are developed based on RIA and PMA, incorporate SORM, MCS or other reliability methods to improve the approximation of $P_f$ (i.e. the primal feasibility condition) [19,21], but little attention has been paid to the accuracy of the sensitivity which may be more influential with respect to the optimal solution. Furthermore, the error in the sensitivity is cumulative because it determines the search direction at each iteration of gradient-based optimization schemes.

### 3. Segmental multi-point linearization for approximating sensitivity and failure probability

References [3,4] provide the analytical expression for the sensitivity of failure probability with respect to design parameters, which has the following form:

$$\nabla_x P_f = - \int \frac{\varphi(\beta)}{\|\nabla_u G\|} \nabla_s G dS$$

(10)

For the sake of completeness and clarity, we provide a brief derivation of Eq. (10) in Appendix B. In most cases, the integral in Eq. (10) is not numerically tractable because it is a multi-dimensional surface integral. We propose an efficient numerical method for the approximation of this surface integral. As motivated by the aforementioned discussion, the method requires much less computational effort than MCS techniques and the accuracy of the approximation is higher than FORM-based approximations (i.e. Eqs. (3) and (5) – see Fig. 1).

Calculation of the surface integral of Eq. (10) is challenging both analytically and numerically. However, if the surface is composed of a set of pieces of hyperplanes described by affine functions, then Eq. (10) can be analytically simplified to probability evaluation problems. Thus the idea of the proposed method is to fit the limit state surface with hyperplane segments in a piecewise manner. Then we can perform the integration on each plane segment without much effort and compute the summation of the individual integrals as the approximation of the sensitivity in Eq. (10).

Let’s denote the limit state surface as $S$ and the piecewise linear fitting as $\mathcal{S}$ where each of the hyperplane segments is denoted as $S_i$. For each hyperplane segment $S_i$, which is assumed to be described by an affine function $\Phi_i$, the gradients $\nabla_x \Phi_i$ and $\nabla_s \Phi_i$ will be con-
stant vectors over the corresponding surface. Thus, they can be taken out of the integral, which leads to the following expression:

$$\nabla_x P_j = -\frac{1}{\|\nabla_x C_i\|} \nabla_x C_i \int_{S_j} \varphi_n(\mathbf{u}) \, \mathrm{d}S_j$$

(11)

Since all fitting segments are pieces of hyperplanes, each hyperplane segment naturally has piecewise linear boundaries, thus its geometry appears as polygons. To further simplify Eq. (11), for each of the hyperplane segments, we can then rotate the coordinates of the standard normal space such that the positive direction of the first axis is along the opposite direction of the normal direction of the hyperplane segment. Because the function that defines the hyperplane is linear, the normal direction of the hyperplane is in the same direction of $\nabla_x C_i$ as shown in Fig. 3. Due to the rotational symmetry of the standard normal space, we can rewrite Eq. (11) by separating the new coordinate $u'$ from the integral:

$$\nabla_x P_j = -\frac{\varphi(b_i)}{\|\nabla_x C_i\|} \nabla_x C_i \int_{S_j} \varphi_{n-1}(\mathbf{u}') \, \mathrm{d}u'$$

(12)

where $b_i$ is the distance from the origin to the hyperplane, and $\mathbf{u} = [u_x', u_y', \ldots, u_n']^T$. The surface integral on one of the hyperplane segments is then simplified to the probability evaluation of $\int_{S_j} \varphi_{n-1}(\mathbf{u}') \, \mathrm{d}u'$ where the integration domain is composed of a polygonal hyperplane segment that spans in the reduced $(n - 1)$ dimensional space of $\mathbf{u}'$. Assuming that we have a proper piecewise linear fitting of the limit state surface where each piece of hyperplane segments is representative of a portion of the limit state surface, then we are able to construct an approximation of $\nabla_x P_j$, based on Eq. (12), that has the form of the following weighted sum:

$$\nabla_x P_j \approx \sum_{i=1}^{p} W_i \nabla_x C_i$$

(13)

where

$$W_i = -\frac{\varphi(b_i)}{\|\nabla_x C_i\|} \int_{S_j} \varphi_{n-1}(\mathbf{u}') \, \mathrm{d}u'$$

(14)

Notice that the rotated new coordinate system $\mathbf{u}'$ is different for each hyperplane segment.

A proper fitting scheme is essential to the approximation. In general, each hyperplane segment can be completely defined by a fitting point, the normal direction of the hyperplane, and the boundary of the segment. A fitting point is a point that is on the original limit state surface where the fitting hyperplane segment has to pass. It is important to notice that, due to the exponential decay of the probability density in the standard normal space, we only need to focus on the region that is close to the origin where the probability density is high. According to Eq. (10), the integrand becomes too small to make an impact on the overall integration when it is evaluated far from the origin. Also, as we increase the number of fitting hyperplane segments, the accuracy of this approximation can be improved.

3.1. Tangent fitting scheme

In order to approximate the limit state surface, a straightforward thought is to let $S_i$ be the first order expansion of the limit state function $G$ at the corresponding fitting point $\mathbf{u}$, which ensures that, in the neighborhood, the linear approximation of the original limit state surface is quite accurate. That is,

$$\nabla_x C_i = \nabla_x G(\mathbf{u}, x) \quad \text{and} \quad \nabla_x C_i = \nabla_x G(\mathbf{u}, x)$$

(15)

where $x$ is the vector of current design variables. The boundaries of a segment are determined by the intersections with other segments. This leads to a tangent fitting scheme as shown in Fig. 4. In particular, it should be noted that if we use only one hyperplane to fit the limit state surface by taking the tangent fitting at the design point, then from Eq. (13) and (14) we can obtain Eq. (5), indicating that the FORM approximation can be seen as a special case of the proposed method. If the locally most central points are selected to be the fitting points, the tangent fitting share the same approximation of the limit state surface as the multi-point FORM [1], but here the approximation of the limit state surface is primarily used to estimate the sensitivity of the failure probability rather than the failure probability itself.

However, in high dimensional random space, the tangent fitting scheme makes it quite difficult to track the boundaries of the hyperplane segments. To overcome this challenge, we can prescribe the normal directions of the hyperplane segments and then project the gradient $\nabla_x G$ of the original limit state function onto the prescribed normal directions as the gradients $\nabla_x C_i$'s for the linear approximations. Since the design variables $\mathbf{x}$ are not in the random space of $\mathbf{u}$, the term of $\nabla_x C_i$ in Eq. (14) will not be affected by this projection in the random space and thus we can still obtain first order accuracy for $\nabla_x G$. In other words, to define the affine function $S_i$, for each hyperplane segment, we take

$$\nabla_x C_i = (\mathbf{n}_i^T \nabla_x G(\mathbf{u}, x)) \mathbf{n}_i$$

(16)

where $\mathbf{n}_i$ is the prescribed normal direction for the $i$th plane segment, and keep $\nabla_x C_i$ as in the tangent fitting scheme. Hence, this compromise only affect the computation of the weights, however, for a hyperplane segment with fitting point $\mathbf{u}$, the angle between the gradient $\nabla_x G(\mathbf{u}, x)$ and normal direction $\mathbf{n}_i$ should not be too large in a relative sense, otherwise the weights can be misleading. For example, in an extreme case, if the two vectors are orthogonal to each other, the corresponding weight will be infinitely large. There are many alternative ways to specify the normals and, different choices of the normals lead to different fitting schemes.
Another attempt for a proper fitting scheme is the step fitting. We can fix the limit state surface by a piecewise “constant” function where each hyperplane segment basically has the same normal direction. Also due to the exponential decay of probability density, only the limit state surfaces that are in the central region would be fitted by the step function. Fig. 5 illustrates the idea of the step fitting scheme. One can choose how many fitting points to use and prescribe the boundaries by defining the length of each side of the step segments. The normals of the step segments need not to be in the direction of any of the original axes of the u-space. Rotation of the standard normal random space is allowed, for example, to make the rotated first axis align with the direction of the design point. In addition, this scheme would simplify the probability evaluation part in the calculation of the weights to close the design point. In general, we recommend to set k2 as the minimum between 1 and 3/b1, which is the same rule as in the point-fitting SORM proposed by Der Kiureghian et al. [22], except that the reference point is not necessarily the design point. In addition, a partition coefficient η is used to determine the boundaries of the plane segments determined by the reference point and the off-axis fitting points. In practice, the value of η should take a value between 0.5 and 1.0 in order to take into account the exponential decay of probability density from the origin. In this paper, 0.7 is used for all numerical examples. The rotation in step (2) can be accomplished using any QR factorization method, like the Gram-Schmidt algorithm [23]. After all the parameters and the new orthogonal basis are defined, finding the fitting points is only a problem of solving 1-D nonlinear equations. There are many efficient and robust algorithms available, such as bisection method [23]. A pseudo-code for the segmental multi-point linearization with orthogonal fitting scheme is given in Appendix C.

3.4. Orthogonal fitting remarks

The choice of the reference point influences accuracy of the SML approximation obtained by the orthogonal fitting scheme. Intuitively, the reference point should be close to the origin. The design point is a good candidate for the reference point. However, in some particular cases, other choices of the reference point would actually make the approximation more accurate. For example, when the limit state surface has a symmetry axis that passes through the origin, then it would be beneficial to set the reference point along this symmetry axis. This is due to the fact that, when the limit state surface is symmetric, according to Eq. (10), the two halves of the limit state surface on both sides of the symmetry axis are of same importance to the integral. A reference point on the symmetry axis makes the fitting points symmetrically distributed on the two halves and hence, in the approximation, the two halves of the limit state surface are also of same importance. Another question is whether performing a second rotation of the random space in step (2), such that the fitting points are along the principle axes of curvature, would be beneficial to accuracy. The second...
rotation is the same as the second rotation in the traditional SORM. This will be elaborated in the second numerical example. One shortcoming of this fitting scheme is that it is not scalable with the current formulation. The number of fitting points is always 2n or (2n – 1), where n is the dimension of the random space. Thus, adding more fitting points to increase the accuracy of the approximation is not automatically supported by this scheme. Sometimes the off-axis fitting points can be neglected, for instance, when the limit state function appears like a sphere or ellipsoid. This corresponds to a reduced version of the orthogonal fitting scheme [24].

3.5. Approximation of failure probability

Each fitting scheme provides an approximation of $P_f$, which is consistent with the approximated limit state surface. Based on existing approximation of the limit state surface, computing the approximate failure probability is a relatively light task. The output is observed to be generally better than FORM. Thus, one can approximate both the gradient of the failure probability and the failure probability itself using the SML method. Alternatively, one may also couple other reliability methods, for example SORM, point-fitting SORM and MCS with the SML method for approximating the failure probability, and only use SML for approximating the sensitivity of failure probability.

4. Numerical examples

Several numerical examples are provided to assess the various features of the SML method. The examples proposed are the following:

1. Investigation of different methods for sensitivity approximation.
2. Investigation of orthogonal fitting SML and assessment of the second rotation of the random space.
4. Application to reliability-based topology optimization.

In the first example, we compare various methods to estimate the gradient of failure probability (e.g. FORM, MCS, and SML) and demonstrate different fitting schemes of the proposed SML method. The second example addresses the orthogonal fitting SML and assesses the second rotation of the random space (see Table 2). The third example is a practical structural problem dealing with the optimal design of a reinforced concrete girder, which was adopted from Royset and Polak [6]. Finally, the fourth example presents an application of the SML method to reliability-based topology optimization on discrete structures discretized by means of a ground structure approach [25,21,26].

4.1. Investigation of various methods for sensitivity approximation

We make a comparison of a variety of methods to estimate the gradient of failure probability, namely, FORM (i.e. Eq. (5)), MCS employed in SAA [6], and the proposed SML method. We also demonstrate various fitting schemes of the SML method (see Sections 3.1 to 3.4) in this example.

Consider a limit state function that is defined in the standard normal space as follows:

$$G(x, u_1, u_2) = 3 – u_2 – xu_1^2$$  \hspace{1cm} (18)

where x is the design parameter, and u1 and u2 are random variables. The constant 3 is selected to make the failure probability $P_f = P(G < 0)$ around 0.0013, which is a typical value for failure probability in engineering design problems. This limit state function is an exemplary quadratic limit state function, which has also been used as benchmark problems in other papers [22,27].

The fitting schemes being compared are tangent fitting (TF) scheme, step fitting (SF) scheme and orthogonal fitting (OF) scheme, as described in the previous section. The fitting points for the tangent fitting scheme are taken as the same as the fitting points for the orthogonal fitting scheme with the reference point along the symmetry axis. For the SML method with step fitting, the fitting points are chosen to be 9 points that are equally spaced in u1 from –4.5 to 4.5. Each step segment has the same length except the two end step segments which are extended to infinity. The orthogonal fitting scheme is implemented with two variations: one takes the reference point at a fixed point (0, 3) which is along the symmetry axis of the limit state curve; the other takes the design point as the reference point. The improved HLRF algorithm [28] is employed to find the design point. Notice that when x becomes large, there are two symmetric design points for this example, however, as a numerical optimization algorithm, the improved HLRF algorithm is only able to find one of them.

Fig. 7 shows the approximations of $dP_f/dx$ by the different methods for different values of x. The exact solution is obtained by direct numerical integration of Eq. (10), which can be done in this example since limit state surface is a one dimensional curve. In most application, it is very difficult to perform the numerical integration. The Monte Carlo estimation is conducted with 5000 simulations. The corresponding estimation of generalized reliability index $\beta$ is also plotted in Fig. 8. Similarly, the exact solution is obtained by direct numerical integration.

Table 2

<table>
<thead>
<tr>
<th>Case</th>
<th>Parameter</th>
<th>No rotation</th>
<th>1 Rotation</th>
<th>2 Rotations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(c.o.v.=0.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(N = 25,000)</td>
<td>FORM</td>
<td>SML-OF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Breitung</td>
<td>Tvedt</td>
</tr>
<tr>
<td>$g_1$</td>
<td>$\beta$</td>
<td>2.50</td>
<td>2.52</td>
<td>2.99</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>NA</td>
<td>0°</td>
<td>27.24°</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\nabla P_f</td>
<td>$</td>
<td>NA</td>
</tr>
<tr>
<td>$g_2$</td>
<td>$\beta$</td>
<td>2.52</td>
<td>2.53</td>
<td>2.90</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>NA</td>
<td>0°</td>
<td>71.08°</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\nabla P_f</td>
<td>$</td>
<td>NA</td>
</tr>
<tr>
<td>$g_3$</td>
<td>$\beta$</td>
<td>2.74</td>
<td>2.74</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>NA</td>
<td>0°</td>
<td>69.71°</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\nabla P_f</td>
<td>$</td>
<td>NA</td>
</tr>
<tr>
<td>$g_4$</td>
<td>$\beta$</td>
<td>2.64</td>
<td>2.65</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>NA</td>
<td>0°</td>
<td>70.04°</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>\nabla P_f</td>
<td>$</td>
<td>NA</td>
</tr>
</tbody>
</table>

* Note: This angle measures the rotation angle of second rotation after the first rotation of the random space.
Fig. 7. Variation of the gradient of failure probability with respect to $x$.

Fig. 8. Variation of the reliability index with respect to $x$.

One can observe that in this example, FORM cannot provide accurate approximations for the sensitivity $dP_f/dx$. The MCS employed in the sample average approximation is quite accurate for both $dP_f/dx$ and $\beta$, but it is expensive in terms of computational cost. The approximated $dP_f/dx$ by step fitting SML matches the exact value quite well when $x < 0.4$. The error then becomes large due to the increasing angle between the $\nabla_x G$ at the fitting points and the prescribed normal of plane segments. As expected, the tangent fitting SML provides the best approximation about $dP_f/dx$ among all fitting schemes of the SML method, with an accuracy comparable to the estimation by MCS. The two orthogonal fitting schemes are both relatively accurate in general. Although not as accurate as the tangent fitting, the approximation are much simpler to construct especially in high dimensional random space. The jump in the curve for the orthogonal fitting with fixed reference point is due to the sudden switch of the fitting points from off-axis points to intersection points as the curvature becomes large. Both of the two orthogonal fitting schemes provide better approximation about $P_f$ than FORM. Since the fixed reference point (0.3) is on the symmetry axis of the limit state surface, the orthogonal fitting scheme with fixed reference point has a better overall accuracy than the other variation.

4.2. Investigation of orthogonal fitting SML

This example is to examine the effect of the aforementioned second rotation on the accuracy of SML estimation. We consider four limit state functions defined with original random variables denoted as $v_1$, $v_2$ and $v_3$:

\[
g_1(v, x) = x_3 - v_1 - x_2 v_2^2 - x_1 v_1^2
\]

\[
g_2(v, x) = x_3 - v_1 - x_2 v_2^2 - x_1 v_1^2 + 0.1 \sin(10v_1) \sin(10v_3)
\]

\[
g_3(v, x) = x_3 - v_1 - x_2 v_2^2 - 0.2x_1 v_1^2
\]

\[
g_4(v, x) = x_3 - v_1 - x_2 v_2^2 - 0.1x_1 v_1^2
\]

where $x_1$, $x_2$ and $x_3$ are the design variables. In this example, the random variables have the same marginal standard normal distribution, and $v_2$ and $v_3$ are correlated with a correlation coefficient 0.2. In function $g_2$, we introduce an artificial sinusoidal “noise” following similar manner as in the paper in which the point-fitting SORM is proposed [22]. The coefficients of 0.2 and 0.1 that applies to the last term of $g_3$ and $g_4$ are just to moderate the steep change of value for high order polynomial functions such that the four limit state functions yield similar failure probability but have different shapes of limit state surfaces. The value of $x_3$ is taken as 0.15 and $x_5 = 3.0$. Various values of $x_1$ are tested in the investigation. Fig. 9 depicts the corresponding limit state surfaces in the standard normal random space after transformation of the random variables for the case $x_1 = 0.15$.

The difference in the two orthogonal fitting SML methods is that for one of them we just do the standard procedure as described in Section 3, however, for the other one, after step (2), we perform another rotation that makes the new coordinates to be along the principle axes of curvature at the reference point. This can be done by doing eigenvalue analysis of the Hessian of the limit state function evaluated at the reference point. Since we select the design point as the reference point in this example, the second rotation will be the same as the one in the traditional SORM. The obtained results by the orthogonal fitting scheme with 1 rotation and 2 rotations are also compared with the approximated gradient obtained by FORM. The comparisons are made through the relative angle $\alpha$ between the approximation and the gradient estimated by MCS as in [6] using 25,000 Monte Carlo simulations which is expected to be very close to the actual gradient. We use the maximum number of simulations as suggested in the paper [6] which, equals 25,000. In optimization, the direction of an approximate gradient is the main concern about its accuracy, since most modern optimization algorithms employ techniques to adaptively determine the step size, which means that the norm of the gradient is not as important as its direction in an optimization. Therefore, the angle $\alpha$ serves as a good measure of accuracy in the approximation of gradient of failure probability with respect to design variables for optimization applications. The smaller the angle, the more accurate the approximation is. Fig. 10a shows the values of $\alpha$ for limit state function $g_1$, with different values of $x_1$. For limit state function $g_2, g_1$, and $g_4$, the comparisons of $\alpha$ are shown in Fig. 10b–d. From the result, we can see that the two orthogonal fitting SML methods have overall similar errors. The second rotation does not show a significant benefit to the accuracy of the approximation. In addition, since the second rotation depends on local information of the limit state function, we can observe that accuracy of the orthogonal fitting SML with 2 rotations was affected by the “noise” in the limit state function as shown in Fig. 10b. Thus, given that the second rotation is obtained by computationally expensive eigenvalue analysis of the Hessian matrix, the implementation of the second rotation in SML method is not included.
in the proposed method. The overall accuracy of the approximation obtained by standard orthogonal fitting SML method is significantly better than the FORM-based approximation. For most optimization problems, the accuracy of the sensitivity approximation by the orthogonal fitting SML should be sufficient to lead to convergence of the optimization to the neighborhood of a real optimum.

The approximations of $P_f$ are also given as shown in Fig. 11 in terms of reliability index $\beta$. FERUM [29] is used to perform FORM, SORM, point-fitting SORM (PFSORM), and plain Monte Carlo simulation in this example. The plain MCS is conducted with c.o.v. of 0.05 (not a fixed number of simulations) since we want a rational estimation of the failure probability as a standard reference for the comparison, and the numbers labeled in the figures shows the number of simulations performed for the plain MCS to achieve the required c.o.v. The numerical values can be found in Table 2 for the case $x_1 = 0.15$. For SORM and point fitting SORM, only the approximations calculated by Tvedt integration is plotted in Fig. 11, as the Breitung’s asymptotic formula might fail to be evaluated under some negative curvatures [30]. The result indicates that the point-fitting SORM would be a good choice for approximating the failure probability that can be easily coupled with the SML method if it is used to estimate the sensitivity only. The point-fitting SORM and SML could also share some of the fitting points, such that we can save computational cost. Besides, the approximation of $P_f$ by the SML method is also generally accurate and better than traditional FORM. Depending on the requirements on the accuracy of probability estimation, one can choose any applicable methods for approximation of the failure probability. For the sake of robustness and efficiency, the author would suggest that in a design optimization problem, one should use the SML for both approximation of $\nabla x P_f$ and $P_f$ until the optimization is close to convergence, and then use other reliability methods such as point-fitting SORM and MCS to refine the approximation of $P_f$. A good indication of the time to switch can be the time when the change in the objective of the optimization becomes small among iterations.

4.3. Design of reinforced concrete girder

This example adopted from Roys et and Polak [6] deals with the optimal design of a reinforced concrete girder. Consider a simply supported highway bridge that is made by reinforced concrete with a T-shaped cross section as shown in Figs. 12 and 13. The material and load data are the same with the original example in [6]. Detailed description of the problem can be found in [6,31]. The design variables are $x = (a_i, b, h, b_w, h_w, A_s, S_1, S_2, S_3)$, where
original random variables are the tension reinforcement as shown in Fig. 12. The constraints are per the design specification by AASHTO with some other physical limitations. There are four probabilistic constraints with each of them corresponding to one possible failure mode of the girder. The four failure modes considered in this problem are flexural failure (a), shear at midspan (b), shear failure at the intervals 1, 2, and 3 which are marked as I-1, I-2, and I-3 in Fig. 13. The threshold of failure probability are the same for all of the four limit states, which is taken as \( P_f = 0.001350 \) (equivalent to \( P_f = 3.0 \)). Readers are referred to [31] for the expressions of the limit state functions as well as other 23 deterministic constraints. By definition, the four limit state functions are all explicit nonlinear functions of the design variables and random variables. Some of the design formula provided by AASHTO are not continuous functions due to the fact that the plastic neutral axis can be either in the flange or web of the cross section. Following the procedure implemented by Royset and Polak [6], the optimization is performed individually for each case and the one that yields minimal initial cost is taken as the solution.

The problem is solved in [6] using a sample average approximation (SAA) which employs Monte Carlo method to estimate the failure probability and its gradient. The accuracy of the approximation is gradually improved during the optimization process due to the increasing number of sampling. In this paper, we solve the same problem using \( P_f \) and \( \nabla P_f \) approximated by the proposed SML method with orthogonal fitting scheme. The design point determined by the improved HLRF algorithm [28] is taken as the reference point. The initial design is taken as the same as in [6]. The optimization is solved by the function “fmincon” in MATLAB optimization toolbox using the “active-set” strategy. The
optimization converges to an optimal design with 14 iterations in 35.47 CPU seconds as reported by MATLAB profiler on a laptop with a 2.30 GHz CPU. The convergence of objective function is shown in Fig. 14. Table 4 lists the obtained optimal design. The result is compared with the result computed by SAA method in [6] as shown in Table 4. We can observe that the two design are quite close to each other with the design by SML method possessing a slightly smaller objective. The main difference is the design of shear reinforcement where the final design by the new method yields a smaller area per stirrup but also smaller spacings between them (i.e. $S_1$, $S_2$ and $S_3$). Furthermore, plain MCS with c.o.v. = 0.05 is
performed to check the failure probability of each failure modes of the optimal design by SML method, and the obtained failure probabilities are 0.001256, 0.001408, 0.001381, and 0.001309 which are all very close to the target probability of failure $P_f$. Thus eventually the two designs yield similar behavior and cost. One possible reason for the small differences could be that in the sample average approximation approach, for more than half of the total iterations, the sensitivity is estimated only based on 40 simulations which could be inaccurate, thus the optimization can be lead to the neighborhood of a local minimum which cannot be further improved by increasing the accuracy of the sensitivity estimation.

The MATLAB profiler shows that the total number that the SML subroutine being called by the main function is only 144 times (36 for each reliability component), which means that the evaluation of gradient of limit state functions with respect to design variables only happened at most $2 \times 8 \times 144 = 2304$ times. Comparing to the large number of gradient evaluations required by the sample average approximation method, the proposed method shows a significant advantage in computational cost. It should also be noted that actually the sub-function of improved HLRF algorithm for finding the design point spends up to 79.74% of the total computation time, and the function of SML method itself only takes a small portion of time.

4.4. Application to reliability-based topology optimization

In this example, we are going to apply the proposed method to reliability-based topology optimization (RBTO) problem on ground structure [25, 34, 26]. The ground structure approach is one way to do topology optimization which is, particularly good for optimal designs of truss layouts. The optimal topology is extracted from a very dense set of potential joints and bars by sizing the members and allowing them to vanish. In this kind of problems, the evaluation of the gradient of the limit state function with respect to design variables involves finite element analysis which is expensive to compute, thus a MCS-based method is not suitable. On the other hand, the solution of optimal topology is quite sensitive to the gradient information, which requires us to provide approximations with good accuracy. The objective is to minimize the volume of the structure with a probabilistic constraint described in terms of compliance. The problem formulation is given as follows:

$$\min_{\mathbf{x}} \quad V = \mathbf{L}^T \mathbf{x}$$

$$\text{s.t.} \quad P(C_{\text{max}} - C(\mathbf{x}) < 0) - P_f \leq 0$$

$$\mathbf{x}_{\text{min}} \leq \mathbf{x} \leq \mathbf{x}_{\text{max}}$$

where $\mathbf{L}$ is a vector of element length; and the design variables $\mathbf{x}$ are member areas of the ground structure. The limit state function specifies a threshold on the compliance of structure. Compliance is the inner product of the external force vector $\mathbf{F}$ and the nodal displacement vector $\mathbf{d}$, that is $C = \mathbf{F}^T \mathbf{d}$, which is reciprocal to the global stiffness of a structure. The displacement field $\mathbf{d}$ is related to member areas through the equilibrium equation $\mathbf{K}(\mathbf{x})\mathbf{d} = \mathbf{F}$, where $\mathbf{K}$ is the stiffness matrix. $\mathbf{x}_{\text{min}}$ and $\mathbf{x}_{\text{max}}$ are the lower and upper bounds of member areas. A small value $10^{-4}$ is assigned to $\mathbf{x}_{\text{min}}$ in order to prevent singularity of the stiffness matrix $\mathbf{K}$ [25].

We consider a crane arm design (i.e., the design of the top, horizontal portion of a crane) in a domain shown in Fig. 15. The topology optimization is performed on a $9 \times 3$ ground structure with level 6 nodal connectivity as shown in Fig. 16. The material of the structure is linear elastic with Young’s Modulus $E = 100$. The structure is subject to two independent vertical loads acting on the two tips of the crane. Each of them is assumed to follow the
same marginal normal distribution with mean of 7.0 and standard deviation 3.0. The limit on compliance is set to be \( C_{\text{max}} = 1.2 \), thus the limit state function becomes \( G(u, x) = 1.2 - F(u)^T d(x) \) where \( u \) is the vector of transformed random variables.

A FORM-based single loop PMA is first applied to the problem. This approach allows the MPP to be approximated by non-iterative process. The target failure probability is \( P_f = 0.0013 \) (i.e., \( \beta = 3.0 \)). Fig. 17 shows the obtained optimal design. The result has an optimal volume equals to a dimensionless number 89. The actual failure probability is computed after the optimization by MCS with c.o.v. of 0.05 to be \( P_{f,\text{MCS}} = 0.6554 \) which is significantly more than the target value. The design loads and domain are all symmetric thus the optimal topology is expected be symmetric. However, the obtained numerical solution is apparently not symmetric in topology. This is because of the accumulation of error in the sensitivity calculation during the optimization process. For this method, even if we make the failure probability estimation very accurate using other reliability methods, due to the error in the FORM-based approximation of sensitivity, it is likely impossible to converge to the optimal design. If FORM-based RIA is adopted, the optimization will not converge since the design point obtained by HLRF method will oscillate among iterations of the optimization.

Based on the approximation of both \( P_f \) and \( \nabla_x P_f \) by the method of SML, RIA is adopted to solve the problem. For this problem since we can expect that the limit state function will have two design points that are symmetric about the line \( u_1 = u_2 \), we consider two variations of the SML method: (1) orthogonal fitting with design point as the reference point; and (2) orthogonal fitting with the reference point to be in the direction of \( u_1 = u_2 \). The optimal structural layout obtained by variations (1) and (2) are presented in Fig. 18a and b. The two results are almost the same in terms of topology. The first one has an optimal volume equals 122 with reliability index of 2.84 computed by post-optimization MCS while the second one has a volume of 114 and reliability index of 2.76. The second design of the SML method converges to a symmetric optimal topology, because by specifying the reference point to be on that potential symmetry axis, the accuracy of the approximation is improved a little comparing to the first one. Fig. 18c and d show the contour plots of the limit state functions for the obtained optimal designs. The fitting schemes are shown in dashed lines. The final topologies present very reasonable structural layout, indicating that for both variations of the SML, we obtain quite accurate approximations of the failure probability and its sensitivity.
5. Concluding remarks and extension

This paper proposes the so-called method of segmental multi-point linearization or SML for fast and accurate numerical approximation of the sensitivity of failure probability with respect to design parameters. In the technical literature, an approximation of the sensitivity based on FORM is typically used. However, although the approximation requires very low computational cost, it is often not sufficiently accurate. Approximations of the sensitivity based on MCS can be more accurate but this approach is limited by the expensive computational cost. This paper fills this gap by providing a method that can provide relatively accurate approximations of the parameter sensitivity of the failure probability without requiring high computational cost (see Fig. 1).

The method takes a segmental linear fitting of the limit state function, and constructs the approximation based on the analytical integral expression of the gradient of the failure probability. The method represents a general framework and, as such, could have many variations that provide approximations with different accuracy depending on how the limit state surface is fitted. The paper presents a few possible fitting schemes including tangent fitting, step fitting, and orthogonal fitting. Among these fitting schemes, the orthogonal fitting SML method is recommended for RBDO applications due to its generality, simplicity and accuracy. The other two fitting schemes, however, have the property of scalability, meaning that the accuracy of the approximation can be adjusted by adding or removing fitting points. Numerical examples are given to compare the accuracy of the approximations by different methods and different fitting schemes of the proposed method. All the three variations of the SML method present large improvements in terms of accuracy when compared to FORM-based approximations.

The proposed SML method has potential to be further improved in the future by developing new fitting schemes. Within the general proposed SML method, other fitting schemes may be developed to provide more accurate approximations than the currently proposed fitting schemes. In particular, the current fitting schemes of our approach assumes that the limit state function is smooth and continuous with respect to both random and design variables. To apply the piece-wise fitting idea to address system reliability problems, difficulties arise because the intersection of the limit state surfaces might be no longer smooth and continuous about the random variables and design variables, which has to be taken into account when we generate the fitting hyperplanes. This is a topic for future work.

In conclusion, we expect the SML method to be useful in the RBDO field, especially for structural optimization, and whenever the gradient of the failure probability needs to be computed with good accuracy given limited computational resources (see Fig. 1).
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Appendix A

<table>
<thead>
<tr>
<th>Nomenclature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abbreviations</td>
</tr>
<tr>
<td>c.o.v.</td>
</tr>
<tr>
<td>CDF</td>
</tr>
<tr>
<td>CRBTO</td>
</tr>
<tr>
<td>FORM</td>
</tr>
<tr>
<td>HLRF</td>
</tr>
<tr>
<td>KKT</td>
</tr>
<tr>
<td>MCS</td>
</tr>
<tr>
<td>MPP</td>
</tr>
<tr>
<td>OF</td>
</tr>
<tr>
<td>PDF</td>
</tr>
<tr>
<td>PMA</td>
</tr>
<tr>
<td>RBDO</td>
</tr>
<tr>
<td>RBTO</td>
</tr>
<tr>
<td>RIA</td>
</tr>
<tr>
<td>SAA</td>
</tr>
<tr>
<td>SF</td>
</tr>
<tr>
<td>SML</td>
</tr>
<tr>
<td>SORM</td>
</tr>
<tr>
<td>SRBTO</td>
</tr>
<tr>
<td>TF</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{G}$</td>
</tr>
<tr>
<td>$\mathbf{s}$</td>
</tr>
<tr>
<td>$\mathbf{s}_i$</td>
</tr>
<tr>
<td>$\beta$</td>
</tr>
<tr>
<td>$\beta_r$</td>
</tr>
<tr>
<td>$\beta_t$</td>
</tr>
<tr>
<td>$\Delta \mathbf{D}$</td>
</tr>
<tr>
<td>$\lambda$, $\lambda_1$</td>
</tr>
<tr>
<td>$\mathbf{u}$</td>
</tr>
<tr>
<td>$\mathbf{e}$</td>
</tr>
<tr>
<td>$\mathbf{n}$</td>
</tr>
<tr>
<td>$Q$</td>
</tr>
<tr>
<td>$\mathbf{u}^<em>$, $\mathbf{u}^</em>_r$</td>
</tr>
<tr>
<td>$\mathbf{v}$, $\mathbf{u}$</td>
</tr>
<tr>
<td>$\mathbf{x}$</td>
</tr>
<tr>
<td>$\Phi$, $\varphi$</td>
</tr>
<tr>
<td>$h_i$</td>
</tr>
<tr>
<td>$f_x(\mathbf{v})$</td>
</tr>
<tr>
<td>$g, G$</td>
</tr>
<tr>
<td>$h_i$</td>
</tr>
<tr>
<td>$k_1$, $k_2$, $\eta$</td>
</tr>
<tr>
<td>$n$</td>
</tr>
<tr>
<td>$P_f$</td>
</tr>
<tr>
<td>$P_t^*$</td>
</tr>
<tr>
<td>$S$</td>
</tr>
<tr>
<td>$T$</td>
</tr>
<tr>
<td>$W_i$</td>
</tr>
</tbody>
</table>
Appendix B. A brief derivation of the parameter sensitivity of the failure probability

In this section, we derive the analytical expression for the sensitivity of failure probability with respect to design parameters. Further derivations can be found in references [3,4]. Assume that the limit state function is continuous and differentiable to first order. If we take a perturbation in \( x_i \) (denoted as \( \delta x_i \)) on the design variables, the limit state surface would evolve to a new shape in the random variable space. If the movement of each point on the limit state surface is denoted as \( \delta u_i \), then the following equation describes the motion:

\[
\delta G(u, x) = \frac{\partial G(u, x)}{\partial x_i} \delta x_i + \nabla_u G(u, x) \delta u = 0 \tag{B.1}
\]

The limit state surface in the \( u \)-space can be regarded as a level set of the surface \( G(u, x) = 0 \) in the hybrid space of random variables \( u \) and design variables \( x \) at a certain level of \( x_i \). Each coordinate of \( u \) is orthogonal to \( u \) in the hybrid space since we assume that the random variables are independent from the design variables. Hence, only the normal component of \( \delta u_i \) which is due to the perturbation \( \delta x_i \), would contribute to the propagation of limit state surface. The normal component of \( \delta u_i \) is along the same direction of \( \nabla_u G(u, x) \). We rotate the coordinate system of the \( u \)-space such that the axis \( e'_i \) is in the opposite direction of \( \nabla_u G(u, x) \). Let's denote the new coordinates as \( u' = Qu = [u'_1, u'_2, \ldots, u'_n] \), where the rotational operator \( Q \) should be a function of \( u \) and \( x \). Notice that \( Q \) is not the same for different points on limit state surface. Furthermore, we can always properly choose the rotational operator such that it is in the special orthogonal group, which contains the orthogonal matrices of determinant 1. Then Eq. (B.1) can be rewritten as:

\[
\delta G(u, x) = \frac{\partial G(u, x)}{\partial x_i} \delta x_i + \nabla_u G(u, x) \| \delta u'_i = 0 \tag{B.2}
\]

The change of failure probability due to a perturbation of \( x \) is the integration of the probability density function (PDF) over the change of the failure domain which is denoted as \( \Delta D \), as shown in the shaded area in Fig. 19. Therefore:

\[
\delta P_f = \int_{G(u, x) < 0} \phi_u(u) du - \int_{G(u, x) > 0} \phi_u(u) du = \int_{\Delta D} \phi_u(u) du \tag{B.3}
\]

Taking a small piece of \( \Delta D \) and calculating the volume under the probability density function, we obtain:

\[
\delta P_f = \phi_u(u) \delta u'_i \delta u' \tag{B.4}
\]

where \( \delta u' = \delta u'_1, \delta u'_2, \ldots, \delta u'_n \) and \( n \) is the number of random variables.

Substituting (B.2) into (B.4), we establish that:

\[
\delta P_f = -\phi_u(u) \frac{\partial G}{\partial x_i} \| \nabla_u G \| \delta u' \tag{B.5}
\]

Taking the limit \( \delta u' \rightarrow 0 \) and integrating \( \delta P_f \) over the limit state surface, an integral expression for the change of failure probability is obtained:

\[
\delta P_f = \int_S \delta P_f = \int_S -\phi_u(u) \frac{\partial G}{\partial x_i} \| \nabla_u G \| \delta u' \tag{B.6}
\]

where \( S \) and \( S' \) are the limit state surface in original coordinates and rotated coordinates. Rearranging the terms, we get the sensitivity of the failure probability with respect to design variables as:

\[
\frac{\partial \delta P_f}{\partial x_i} = \int_S -\phi_u(u) \frac{\partial G}{\partial x_i} \| \nabla_u G \| \delta u' \tag{B.7}
\]

A transformation of the coordinates should satisfies \( dS' = (\det Q) ||Q^{-1}n|| dS \), where \( n \) is the normal direction of the infinitesimal piece of surface. Although \( Q \) is not a constant operator, its determinant always equals 1, and \( ||Q^{-1}n|| \) also remains 1. Furthermore, due to the rotational symmetry of the standard normal space, \( \phi_u(u) = \phi_u(u) \). Thus Eq. (B.7) can be rewritten in the original coordinate as

\[
\frac{\partial \delta P_f}{\partial x_i} = -\int_S \phi_u(u) \frac{\partial G}{\partial x_i} \| \nabla_u G \| \delta S \tag{B.8}
\]

Applying Eq. (B.8) to each component of \( u \), we can assemble the gradient vector as:

\[
\nabla u \delta P_f = -\int_S \phi_u(u) \| \nabla_u G \| \nabla_u G dS \tag{B.9}
\]

Eq. (B.9) can also be found in reference [3,6]. A complete mathematical derivation for the sensitivity of probability integral with respect to all kinds of parameters can be found in the paper by Uryasev [4] published in 1994.

Appendix C. Pseudo code for orthogonal fitting SML

```matlab
function SMLOF (reference point u, limit state function G(u, x), current design x)
    //Initialize parameters
    b_1 = ||u_1||
    k_1 = \sqrt{-2 ln(0.1) + b_1^2/b_1}, \eta = 0.7, k_2 = min(1, 3/b_1)
    e'_i = u_i/||u_i||
    //Find new orthogonal basis e'_1, e'_2, ..., e'_n.
    //Assume G(0, x) > 0
    //Search the positive directions
    for i = 2, 3, ..., n do
        if G(k_i b_i e'_i, x) < 0 then
            find b_i > 0 that solves G(b_i e'_i, x) = 0
            u_i = b_i e'_i
            c_i = 0
            p_i = 0
        else
            find b_i > 0 that solves G(k_i b_i e'_i + b_i e'_i, x) = 0
            u_i = k_i b_i e'_i + b_i e'_i
            c_i = 0
            p_i = \Phi(-\eta k_i b_i) //Partition
        end if
    end for
    //Search the negative directions
```

Fig. 19. Geometric representation of a general continuous limit state surface.
for $i = 1, 2, \ldots, n$ do
  if $G(-k_2 b_i e_i', x) < 0$ then
    find $b_{i,n} > 0$ that solves $G(-b_{i,n} e_i', x) = 0$
    $u_{i,n} = -b_{i,n} e_i'$
    $c_{i,n} = \Phi(-b_{i,n}, p_{i,n} = 0)$
  else if $i = 1$ then
    $u_{i,n} = -e_i'$
    $c_{i,n} = 0, p_{i,n} = 0$
  //This is not an active fitting point, the corresponding weight will be 0
  else
    find $b_{i,n} > 0$ that solves $G(-k_2 b_i e_i' + b_{i,n} e_i', x) = 0$
    $u_{i,n} = -k_2 b_i e_i' + b_{i,n} e_i'$
    $c_{i,n} = 0, p_{i,n} = 0$
  end if
end for

//First approximation of $P_f$
$P_f = 1 - \prod_{i=1}^n \left[ 1 - c_i - c_{i,n} \right]$

//Compute weights for plane segments determined by intersection fitting points
for $j = 1, 2, \ldots, 2n$ do
  $i = (j - 1) \% n + 1$
  if $c_j \neq 0$ then
    $W_j = -\phi(b_j) \prod_{k=1,k\neq j}^n (1 - c_k - c_{k,n}) / \| \nabla G(u_j, x)^T e_j \|$ 
  end if
end for

//Compute weights for plane segments determined by off-axis fitting points
for $j = 2, 3, \ldots, 2n$ do
  $i = (j - 1) \% n + 1$
  if $c_j = 0$ then
    $W_j = -\phi(b_j) p_j \prod_{k=2,k\neq j}^n (1 - c_k - c_{k,n}) / \| \nabla G(u_j, x)^T e_j \|$ 
    $P_f = P_f + (\Phi(-b_j) - c_j) \prod_{k=2,k\neq j}^n (1 - c_i - c_{i,n})$ //Update approximation of $P_f$
    $c_j = p_j$ //Avoid overlapping
  end if
end for

$\nabla x P_f = \sum_{k=1}^{2n} W_k \nabla x G(u_k, x)$
return $\nabla x P_f$ and $P_f$
end function
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