An operator splitting algorithm for Tikhonov-regularized topology optimization
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In this work, we investigate a Tikhonov-type regularization scheme to address the ill-posedness of the classical compliance minimization problem. We observe that a semi-implicit discretization of the gradient descent flow for minimization of the regularized objective function leads to a convolution of the original gradient descent step with the Green’s function associated with the modified Helmholtz equation. The appearance of “filtering” in this update scheme is different from the current density and sensitivity filtering techniques in the literature. The next iterate is defined as the projection of this provisional density onto the space of admissible density functions. For a particular choice of projection mapping, we show that the algorithm is identical to the well-known forward–backward splitting algorithm, an insight that can be further explored for topology optimization. Also of interest is that with an appropriate choice of the projection parameter, nearly all intermediate densities are eliminated in the optimal solution using the common density material models. We show examples of near binary solutions even for large values of the regularization parameter.
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1. Introduction

The lack of existence of solutions to the classical topology optimization problem is well-known (see, for example, [29,2] and references therein). The problem of minimizing compliance in structural optimization, for example, favors non-convergent minimizing sequences of shapes that exhibit progressively finer features. The commonly used density formulations, such as the popular Solid Isotropic Material with Penalization (SIMP) approach [6,42,41], wherein characteristic functions representing the shapes are replaced by density fields, continue to suffer from this pathology as the built-in penalization mechanism recovers solutions that are nearly binary in the optimal regime. A manifestation of this behavior in the finite element discretization of the problem is the dependence of solutions on the level of refinement of the spatial discretization. The problem of mesh dependency, just as the ill-posedness of the continuum problem, has led many researchers to devise formulations that are stable under mesh refinement. The search for a robust and yet mathematically consistent approach continues as evidenced by the growing number of publications on this issue [10,39,25,43,27,50].

We limit the following literature survey to density formulations but, as discussed above, the difficulty stems from a fundamental property of the original topology optimization problem and therefore similar measures are needed for other parameterizations of geometries, most notably the implicit functions methods (e.g., level sets). Placing a restriction on the perimeter of the admissible shapes is perhaps the oldest approach in the field. The set of admissible characteristic functions is restricted to a subset of functions of bounded variation with a prescribed upper bound on their total variation [3]. Existence of solutions follows from relative compactness of bounded sequences in $L^1$-topology and carries over to the corresponding density formulation [37]. Due to the difficulty of discretization of functions of bounded variation and robust linearization of the total variation functional [53], the perimeter formulation has perhaps fallen out of favor in the topology optimization community though it remains a significant point of reference. More recent approaches are based on the concept of filtering, which consists of implicitly imposing regularity on each admissible density function by means of convolution of an auxiliary field with a fixed and smooth filter. With such construction, all the admissible densities inherit the regularity of the filter, thereby ensuring compactness of the design space in the $L^1$-topology [10]. The filtering approach works well in practice since no explicit constraints on regularity of density functions are needed. Moreover the level of complexity of the final solutions (in fact all the admissible densities) is controlled directly by the regularity of the filtering kernel. **Herein lies the major drawback: the smoother the filtering kernel, the larger the amount of the intermediate densities since the transition between the extreme values of density over the domain cannot occur too rapidly.** Therefore, with more complexity control comes more “gray” regions and this, in some respect, undermines the basic premise of the density approach in that near characteristic functions are no longer recovered in the optimal regime (i.e., “0–1” or “black-and-white” designs are not obtained).
We note that a similar issue arises in the slope constraint method of Petersson and Sigmund [38] where regularity is imposed explicitly by placing a constraint on the pointwise magnitude of the density gradient.

A recent trend [25,43,27,50] has focused on the so-called nonlinear filtering approaches. As pointed out in [49], the introduced nonlinearity usually amounts to a modification of the material interpolation model (e.g., SIMP) rather than a change in the filtering operation. For example, in the Heaviside filtering approach [25], both power law relations of SIMP—dependence of Young’s modulus on $\rho^p$ and volume on $\rho-a$ are augmented by the use of a smoothed Heaviside function. The additional parameter defining the sharpness of the Heaviside function controls the amount of gray that appears. To obtain good solutions, these parameters are often carefully increased throughout the course of the optimization algorithm.

It is no surprise that more fine-tuning is needed as one moves away from the simplicity of the original penalized density formulation. These schemes contain multiple penalty parameters in addition to the average effect of the underlying filter, which can adversely affect the quality of the reciprocal approximations of the objective function in the commonly used optimization algorithms, such as MMA [46], ultimately slowing down convergence rate or compromising the quality of the final solutions.

In this work, we examine the use of a simple Tikhonov-type regularization scheme for topology optimization. The admissible densities are defined as a subset of $H^1$ space with a uniform bound on their norm. In practice, this is achieved by appending the $L^2$ semi-norm of the density function as a penalty term to the objective function. Existence of solutions follows from the compact embedding of $H^1$ in $L^1$. Such an approach has been previously studied by Borrvall in a review paper [8] where he examines penalty terms involving the $L^p$-norm of the density gradient (recovering the total variation regularization for $p=1$ and the slope constraint method for $p=\infty$). This term also appears in phase field methods ([11], [12], [13], [47], [20]) as an interfacial energy term and is accompanied by a double-well potential penalizing intermediate densities. The two terms taken together with appropriately chosen coefficients (cf. Eq. (4.4)) serve as an approximation to the perimeter of the interface.

As we shall see in the present setting, filtering, in the form of inverse of the Helmholtz operator, naturally appears when the optimization iterations are obtained from a semi-implicit discretization of gradient flow associated with the regularized objective function. In contrast to the density and sensitivity filters, the effects of regularization term appear through smoothing of the gradient descent steps associated with the unregularized objective function. The next iterate is obtained from projection of the provisional density onto the space of admissible densities in order to enforce the $0-1$ (void-solid) box constraint (and the pointwise move limit commonly introduced to stabilize the density evolution). We will show that, with a particular choice of projection map, this update scheme recovers the well-known forward–backward splitting algorithm [31,16,19,12]. This provides an alternative perspective on the proposed approach, which can be used to further investigate the theoretical and computational aspects of the algorithm leveraging the abundant literature of operator splitting and related methods. In particular, the uncoupled treatment of the Tikhonov term in the forward–backward method can be useful for more general (possibly nonsmooth) regularization approaches for topology optimization.

Finally, we note that the separation of filtering (i.e., the smoothing effect of regularization term) and projection operation in the general case offers some flexibility. In the extreme case of the $L^2$-projection, this algorithm, with the aid of SIMP penalization, eliminates nearly all intermediate densities regardless of the level of regularization and complexity of the final shapes. Numerically we have observed qualitatively good solutions obtained in moderate number of iterations without the need for continuation on the SIMP penalty parameter.

The remainder of the paper is organized as follows: the minimum compliance problem is stated in Section 2 and well-posedness of the regularized problem is discussed. The optimization algorithm and its relation to the forward–backward algorithm are discussed in Section 3. Several numerical results using the proposed framework are shown in Section 4. The paper is concluded with some remarks in Section 5.

Before concluding this section, we briefly describe the notation adopted in this paper. As usual, $L^p(\Omega)$ and $H^1(\Omega)$ denote the Lebesgue and Sobolev spaces defined over domain $\Omega$. We also define the space $L^2(\Omega; K) := \{ f \in L^2(\Omega) : f(x) \in K \text{ for a.e. } x \in \Omega \}$ given $K \subseteq \mathbb{R}$. Of particular interest are the inner product and norm associated with $L^2(\Omega)$, which are written as $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$, respectively. Similarly, the inner product, norm and semi-norm associated with $H^1(\Omega)$ are denoted by $\langle \cdot, \cdot \rangle_{1,1}$, $\| \cdot \|_1$ and $\| \cdot \|_{1,1}$, respectively. For $u, v \in H^1(\Omega)$, we shall also define the inner product $(u, v)_2 := (1 - \alpha)(u, v) + \alpha(u, v)_1$. Observe that for $0 < \alpha < 1$, the associated norm given by $\| \|_2 := \langle \cdot, \cdot \rangle_{1,2}^{1/2}$ is equivalent to the standard norm $\| \cdot \|_1$.

2. Model problem and regularization

Let $\Omega \subseteq \mathbb{R}^d$ ($d = 2, 3$) be a bounded set with a sufficiently smooth boundary representing the design domain for the problem and consider a nontrivial partition of the boundary $\partial \Omega$ into disjoint sets $\Gamma_D$ and $\Gamma_N$ (cf. Fig. 2.1). In this paper, we focus our attention to the problem of compliance minimization where the objective function is given by

$$J(\rho) = \int_{\Gamma_D} u_p \cdot ds + \lambda \int_{\Omega} \rho dx$$

(2.1)

The displacement field $u_p$ here solves the elasticity boundary value problem given by

$$\begin{align*}
\text{div}(C_p : \varepsilon(u)) &= 0 \text{ in } \Omega \\
C_p : \varepsilon(u) &\cdot n = t \text{ on } \Gamma_N \\
u &= 0 \text{ on } \Gamma_D
\end{align*}$$

(2.2)

where $\varepsilon(u) = \nabla u + \nabla u^T)/2$ is the linearized strain tensor, $t \in L^2(\Gamma_N)$ denotes the prescribed traction vector, and $n$ is the unit normal vector to $\partial \Omega$. The system of Eq. (2.2) and its solution depend on density function $\rho$ through the elasticity tensor $C_p$. In the SIMP model,

$$C_p = \varepsilon + (1 - \varepsilon) \rho^p |\mathbf{C}_0|$$

(2.3)

where $p > 1$ is the penalty parameter, $\mathbf{C}_0$ is the elasticity tensor of the constituent material, and $0 < \varepsilon < 1$ is a positive parameter ensuring well-posedness of the governing equations for every non-negative $\rho \in L^p(\Omega)$. In particular, given a measurable density function $\rho$ taking values between zero and one, (2.2) admits a unique weak solution $u_p$ in $H^1(\Omega)^d$. Since the second term in (2.1) represents a penalty on the volume of the material used, minimizing this objective amounts to finding the stiffest arrangement of $\mathbf{C}_0$ while using the least amount of material. The parameter $\lambda > 0$ determines the trade-off between the stiffness provided by the material and the amount of material that is used. Because of the monotonicity of these competing terms, it is expected that in the optimal regime, the density functions take extreme values of 0 and 1 throughout most of $\Omega$ provided that the penalty parameter $p$ is sufficiently large. This fact was proven in [44,40,32] within

---

1 That is, $\Gamma_D \cap \Gamma_N = \emptyset$, $\partial \Omega = \Gamma_D \cup \Gamma_N$, and $|\Gamma_D| > 0$. 
the discrete setting where existence of solutions follows from the finite dimensionality of the problem.

We remark that frequently in the formulation of the minimum compliance problem, instead of using a penalty term as in (2.1), an explicit constraint of the form

$$\int_{\Omega} \rho d\mathbf{x} \leq V(\Omega), \quad 0 \leq \rho \leq 1$$

(2.4)

is placed on the volume of the design. The two approaches are equivalent in the sense that for any prescribed volume fraction $V$, there exists a penalty parameter $\lambda$ such that the minimizer of (2.1) is also a solution to the problem with the explicit volume constraint. The converse is also true in that given a subsequence, we have $\int_{\Omega} \rho d\mathbf{x} \leq V(\Omega)$ and $0 \leq \rho \leq 1$. Notice that $\lambda$ may not be immediately obvious. One the other hand, it has been our experience that for the compliance minimization problem, the penalty approach is more forgiving (the volume can exceed the final volume in the course of the algorithm) and leads to qualitatively better solutions.

As discussed in the introduction, to guarantee existence of solutions to the minimum compliance problem, the space of admissible densities must be restricted to a sufficiently regular subset of $L^\infty(\Omega)$ since on a subsequence, we have

$$\int_{\Omega} \rho \Phi d\mathbf{x} \leq \frac{1}{2} \int_{\Omega} \nabla \rho(\mathbf{x}) \cdot \nabla \rho(\mathbf{x}) d\mathbf{x}$$

(2.6)

where $\kappa$ belongs to $L^\infty(\Omega)^d$ and for some $0 < k_1 < k_2$ satisfies $k_1 \kappa \leq \kappa(x) \leq k_2 \kappa$ in the sense of quadratic forms for all $x \in \Omega$. The existence of solutions can be shown in a similar manner since $R(\rho)$ is equivalent to the $H^1$ semi-norm. A suitable choice of $\kappa$ can ensure a desired regularity of $\rho$ in various parts of $\Omega$, a fact illustrated later through a numerical example.

3. Optimization algorithm

In this section, we discuss the proposed optimization algorithm for solving the regularized topology optimization problem

$$\min_{\rho \in A} J(\rho) = J(\rho) + R(\rho)$$

(3.1)

where $J(\rho)$ is defined in (2.1), $R(\rho) = \frac{1}{2} \int_{\Omega} \nabla \rho d\mathbf{x}$, and the space of admissible density functions is given by $A = \{ \rho \in H^1(\Omega) : 0 \leq \rho \leq 1 \text{ a.e.} \}$. The unconstrained gradient flow corresponding to this minimization is given by

$$\frac{d\rho}{dt} = -J'(\rho) = -[J'(\rho) + R'(\rho)]$$

(3.2)

where $t$ is a pseudo-time variable that formally characterizes the evolution of the density function $\rho(t)$ along this descent flow. The gradient of compliance in the above expression can be calculated as (71)

$$J'(\rho) = -(1 - \epsilon) \rho p^{\rho - 1} \mathbf{e}(\mathbf{u}_p) : \mathbf{C}^2 : \mathbf{e}(\mathbf{u}_p) + \lambda$$

(3.3)

The first term is a strain energy density field whose evaluation requires the solution $\mathbf{u}_p$ to (2.2). The gradient of regularization term is simply

$$R'(\rho) = -\beta \Delta \rho$$
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additional regularization effects depending on the number and size of time increments, as discussed in [5], which in turn depend on the spatial discretization of \( \rho \).

Due to the dependence of \( f(\rho) \) on the state equation, an implicit treatment of \( f(\rho) \) in (3.2) is not possible. Thus we consider a semi-implicit temporal discretization of the gradient flow equation, an approach also advocated by Bourdin and Chambolle [11] in their phase field method. Considering a fixed time increment \( \tau \) and denoting by \( \rho_t \) the current density iterate at \( t = \pi \tau \), the semi-implicit discretization of (3.2) takes the form

\[
\frac{\rho_{n+1} - \rho_n}{\tau} = -f(\rho_n) - R(\rho_{n+1})
\]

(3.5)

where \( \rho_{n+1} \) is the interim or provisional iterate that may lie outside the admissible space \( \mathcal{A} \) (i.e., violate the bounds on the admissible densities). We define the next iterate \( \rho_{n+1} \) to be the projection of \( \rho_{n+1} \) onto \( \mathcal{A} \), that is,

\[
\rho_{n+1} = \mathcal{P}_A(\rho_{n+1})
\]

(3.6)

The algorithm consisting of (3.5) and (3.6) may be viewed as a semi-implicit form of the gradient projection method ([14]), which consists of the projection of an explicit update of (3.2). The proposed algorithm is similar to the two-step procedures for solution of the incompressible Navier–Stokes equations (cf. [33]). The standard optimality criteria (OC) algorithm also has the same two-step structure where the projection enforcing the box constraints constitutes the final step [7].

A minor modification to (3.6) allows us to accommodate a common approach for stabilizing the topology optimization algorithm, which consists of limiting the point-wise change in density in consecutive iterations. We can simply replace \( \mathcal{A} \) in (3.6) by the subset

\[
\mathcal{A}_m = \{ \rho \in \mathcal{A} : \rho_n - m \leq \rho \leq \rho_n + m \text{ a.e.} \}
\]

(3.7)

where \( m \leq 0 \) is a prescribed move limit. Defining \( \rho^\#_n = 1 \wedge (\rho_n + m) \) and \( \rho_0^\# = 0 \wedge (\rho_n - m) \), we can write

\[
\mathcal{A}_m = \{ \rho \in L^1(\Omega) : \rho^\#_n \leq \rho \leq \rho^\#_n \text{ a.e.} \}
\]

(3.8)

The next iterate, accounting for this move limit constraint, is then

\[
\rho_{n+1} = \mathcal{P}_{\mathcal{A}_m}(\rho_{n+1})
\]

(3.9)

Although reducing the time step \( \tau \) can also increase the conservatism of the algorithm, based on our numerical experience so far, the move limit approach tends to perform better in practice and allow the spatial discretization of \( \rho \).

The criterion for convergence of the algorithm is based on the change in the value of objective function \( ||J(\rho_{n+1}) - J(\rho_n)||/||J(\rho_n)|| \). Aside from the choice of the projection map \( \mathcal{P}_\mathcal{A}_m \), the proposed update scheme contains two algorithmic parameters, namely \( \tau \) and \( m \), both of which are independent of \( \beta \) and the spatial discretization of \( \rho \). More generally, in an extension of this algorithm, \( \tau \) and \( m \) can be varied during the course of the algorithm to speed up convergence and/or improve stability.

3.1. Comparison with filtering methods

Substituting (3.4) into (3.5) and rearranging, we see that the provisional iterate satisfies the modified Helmholtz equation

\[
\rho_{n+1} - \beta \tau \Delta \rho_{n+1} = \rho_n - \nabla f(\rho_n)
\]

(3.10)

with homogenous Neumann boundary conditions. It is interesting to note that the right-hand side term is the gradient descent update, with step size \( \tau \), for the unregularized objective function \( J(\rho) \). Denoting by \( G_\beta \) the Green’s function associated with Helmholtz operator in (3.10), we can write

\[
\rho_{n+1} = \int_G \frac{G_\beta(x,y)\rho_n(y) - \nabla f(\rho_n(y))}{\beta} \text{d}y
\]

(3.11)

This shows that the candidate update \( \rho_{n+1} \) is obtained by filtering the “original” gradient descent update by the Gaussian kernel \( G_\beta \), whose support size depends on \( \beta \) (see Fig. 3.1). Although the Helmholtz equation has been previously used as a means to carry out filtering in topology optimization ([30,27]), the update expression (3.11) fundamentally differs from both density and sensitivity filtering methods as mentioned in the introduction.

It is in fact instructive to compare the proposed algorithm with the usual linear density filter, which essentially consists of the same two steps of smoothing and projection. Defining the filtering operator \( \mathcal{F} = (1 - \beta \tau A)^{-1} \), the update expression for the proposed algorithm can be written succinctly as

\[
\rho_{n+1} = \mathcal{F}(\rho_n) \quad (3.12)
\]

in the linear filtering method, the space of admissible densities is defined by

\[
\mathcal{A} = \{ \mathcal{F}(\rho) : \rho \in L^\infty(\Omega, [0, 1]) \}
\]

(3.13)

The idea is that each density function automatically inherits its smoothness from the properties of \( \mathcal{F} \) while the auxiliary functions \( \eta \in L^\infty(\Omega, [0, 1]) \) are updated in the optimization algorithm, and so the smoothness does not need to be enforced explicitly. If the gradient projection method is adopted to do the optimization, the update expression for the auxiliary field is

\[
\eta_{n+1} = \mathcal{P}_{\mathcal{A}_m}[\eta_n - \tau \mathcal{F}(\eta_n)]
\]

(3.14)

where \( \eta_n \) denotes the gradient of \( J \) with respect to \( \eta \) and, analogously to (3.7), \( \mathcal{A}_m \) consists of \( \eta \in L^\infty(\Omega, [0, 1]) \) such that \( |\eta - \eta_n| \leq m \) almost everywhere. The expression for the density update \( \rho_{n+1} \) is thus

\[
\rho_{n+1} = \mathcal{F}(\eta_{n+1}) = (\mathcal{F} \circ \mathcal{P}_{\mathcal{A}_m})[\eta_n - \tau \mathcal{F}(\rho_n)]
\]

(3.15)

Comparing expressions (3.12) and (3.15), the most notable difference is the order of projection and filtering. In the density filter, by construction, the smoothness of the densities is dictated by properties of \( \mathcal{F} \) (e.g., the value of \( \beta \)) while in the proposed algorithm, the projection map also plays a role in the smoothness of the update. In the density filtering, \( \eta \) is typically binary in the optimal regime in the presence of SIMP penalization and yet, as discussed in the introduction, \( \rho_t = \mathcal{F}(\eta_t) \) may contain large regions of intermediate densities depending on the smoothing effect of the filtering map \( \mathcal{F} \). In the proposed algorithm, the projection map \( \mathcal{P}_{\mathcal{A}_m} \) can be defined such that near binary densities are allowed. Of course, the two spaces \( \mathcal{A}_m \) and \( \mathcal{A}_m \) have different structures and require different projection maps. The precise description of the projection operation is discussed next.

3.2. Projection map

We proceed to explore the possible definitions for the projection map. To this effect, consider projection with respect to the metric generated by \( ||\cdot||_2 \) defined in Section 1. For each \( \psi \in H^1(\Omega, \mathbb{R}) \), let

\[
\mathcal{P}_2(\psi) := \arg\min_{\rho \in \mathcal{A}} ||\psi - \rho||_2
\]

(3.16)

\footnote{The optimality criteria (OC) is usually referred to as “gradient descent” in structural optimization. We refer to [4] on the relationship between the two methods.}
As noted before, \( \| \cdot \|_1 \) defines an equivalent norm to the usual \( H^1 \) norm for \( 0 < \alpha < 1 \). Provided that \( B \) is a closed convex subset of \( H^1(\Omega) \), the projection \( P_B(\psi) \) exists and is unique for any \( \psi \in H^1(\Omega) \). It is straightforward to show that \( A_n \) is closed and convex in \( H^1(\Omega) \) and since \( \rho_{n+1}^* \in H^1(\Omega) \) (cf. (3.10)), the update \( \rho_{n+1}^* \) is well-defined if we set \( P_{A_n} = P_B^\alpha \) in (3.9). Note that even with the addition of an explicit volume constraint (cf. (2.4)), the space \( A_n \) remains closed and convex. However, in a more general setting and when dealing with nonconvex constraints, the projection operation may not be well-defined. Extending the present algorithm to such cases would require replacing the nonconvex constraints by suitable convex approximations, an approach we hope to pursue in the future.

The parameter \( \alpha \) determines the smoothness of the projection map. Noting that
\[
\| \rho \|_2^2 = \langle \rho, \rho \rangle + \alpha \langle \nabla \rho, \nabla \rho \rangle = \| \rho \|_1^2 + \alpha \| \rho \|_1^2
\]
we can see that the value of \( \alpha \) determines the trade-off between minimizing the \( L^2 \) mismatch or matching the gradient values in the projection operation defined by \( P_B^\alpha \). As shown in the next section, the choice \( \alpha = \beta \nu \) has a particular significance for the proposed algorithm.

Also of significance is the case \( \alpha = 0 \) when \( P_B^\alpha \) reduces to usual the \( L^2 \)-projection. This is precisely the projection used in the density filtering algorithm (see Eq. (3.17) below), since the auxiliary functions in \( A_n \) need not be differentiable. Even though \( A_n \) is not closed with respect to the \( L^2 \)-norm, we nevertheless consider this case and define \( \rho_{n+1}^* = P_{A_n}^\alpha (\rho_{n+1}^* \circ \alpha) \) where \( A_n = \{ \rho \in L^\alpha(\Omega), \rho^\alpha_0 \leq \rho \leq \rho^\alpha_1 \text{ a.e.} \} \). In fact, in the continuum setting, we can explicitly write
\[
\rho_{n+1}^* = (\rho_{n+1}^* \wedge \rho^\alpha_1) \vee \rho^\alpha_0
\]
(3.17)

Observe that the density \( \rho_{n+1}^* \) resulting from this projection need not lie in \( H^1(\Omega) \) and so \( R(\rho_{n+1}^*) \) may not be defined. As such, the use of \( L^2 \) projection is inconsistent for solving the optimization problem (3.1). However, our numerical results show that it can produce noteworthy results (optimal densities that are nearly binary even for large \( \beta \) values). At any rate, the intention behind regularization for the topology optimization problem is controlling the complexity of final topologies. Restricting densities to \( H^1(\Omega) \) is not necessary (or perhaps desirable) from a practical perspective. In fact, one can ignore the derivation and only focus on update Eq. (3.12) that features a particular use of filtering.

### 3.3. Relation to forward–backward splitting method

We next show that the proposed algorithm is related to the forward–backward splitting method (more broadly to the auxiliary problem principle ([18,17]) and cost approximation ([36]) methods) when \( P_\alpha = P_\alpha^\beta \), i.e., \( \alpha = \beta \nu \) in the definition of the projection map. This connection allows us to place the algorithm on a more solid theoretical grounds and tap into the vast literature on these methods and explore the use of their many variations.

To this effect, we expand the update Eq. (3.9), which for the projection map defined in (3.16), can be equivalently written as
\[
\rho_{n+1} = \text{argmin}_{\rho \in A_n} \| \rho_{n+1}^* - \rho \|_2^2
\]
(3.18)

Since adding or removing constant terms or multiplying by a scalar does not affect the minimizer, we have
\[
\rho_{n+1} = \text{argmin}_{\rho \in A_n} (\langle \rho, \rho \rangle - 2 \langle \rho_{n+1}^*, \rho \rangle + \alpha \langle \nabla \rho - 2 \nabla \rho_{n+1}^*, \nabla \rho \rangle)
\]
\[
= \text{argmin}_{\rho \in A_n} (\langle \rho, \rho \rangle - 2 \langle \rho - \nabla \rho_{n+1}^*, \nabla \rho \rangle)
\]
\[
- \beta \nu \langle \nabla \rho_{n+1}^*, \nabla \rho \rangle + \alpha \langle \nabla \rho - 2 \nabla \rho_{n+1}^*, \nabla \rho \rangle
\]
\[
= \text{argmin}_{\rho \in A_n} \| \rho - [\rho - \nabla \rho_{n+1}^*, \nabla \rho] \|_1^2 + \alpha \langle \nabla \rho, \nabla \rho \rangle
\]
\[
+ 2 \beta \nu \langle \nabla \rho_{n+1}^*, \nabla \rho \rangle
\]
\[
= \text{argmin}_{\rho \in A_n} \frac{1}{2 \nu} \| \rho - [\rho - \nabla \rho_{n+1}^*, \nabla \rho] \|_1^2 + \frac{\alpha}{\beta \nu} \frac{dR}{d\rho} (\rho)
\]
\[
+ \left( 1 - \frac{\alpha}{\beta \nu} \right) R(\rho_{n+1}^*) \| \rho \|
\]
(3.19)
where \( dR(\rho_{n+1}) |_\rho \) denotes the Gateaux derivative of \( R \) at \( \rho_{n+1} \) in the direction of \( \rho \). Note that in the second equality above, we have used the fact that \( \rho_{n+1} \) solves the variational form of (3.10) given by

\[
\langle \rho_{n+1}, \rho \rangle + \beta \langle \nabla \rho_{n+1}, \nabla \rho \rangle = \langle \rho - \nabla f(\rho_{n}), \rho \rangle, \quad \forall \rho \in H^1(\Omega) \tag{3.20}
\]

The first term in the minimization problem (3.19) measures the \( L^2 \) distance of \( \rho \) with the gradient descent step associated with \( f \) while the last two terms give an interpolation between \( R(\rho) \) and its derivative at \( \rho_{n+1} \), as determined by projection parameter \( \alpha \). For \( \alpha = \beta \), this reduces to

\[
\rho_{n+1} = \text{argmin}_{\rho \in A_1} \frac{1}{2\beta} \| \rho - \rho_{n} - \nabla f(\rho_{n}) \|^2 + R(\rho) \tag{3.21}
\]

which is precisely the iterations defined by the so-called forward–backward splitting procedure for minimization problem (3.1) ([16]). The intuition behind (3.21) is that the next iterate \( \rho_{n+1} \) is close to the gradient descent update on \( f \), i.e., \( \rho_{n+1} \approx \rho_{n} - \nabla f(\rho_{n}) \) while minimizing the complexity term \( R(\rho) \). The forward–backward splitting allows for separate treatment of the constituent terms of \( f \), which is particularly useful when \( R(\rho) \) is nonsmooth. Defining

\[
K(\rho; \psi) = \frac{1}{2\beta} \| \rho - \psi - \nabla f(\psi) \|^2 + R(\rho)
\]

it can be readily shown that if \( \rho \) minimizes \( K(\rho; \rho_0) \) in \( A \), then \( \rho_0 \) is also a minimizer of \( f(\rho_0) \) [118]. This illustrates the fact that the sequence \( \rho_n \) produced by iterations (3.21) converges, then the limit is the solution to the minimization problem (3.1).

It is insightful to note that the forward-backward iteration is equivalent to

\[
\rho_{n+1} = \text{argmin}_{\rho \in A_1} f(\rho) + \frac{1}{2\beta} \| \rho - \rho_{n} - \nabla f(\rho_{n}) \|^2 + R(\rho) \tag{3.22}
\]

We can see that, in the forward–backward subproblem, \( f \) is replaced by a local quadratic model whose curvature depends on \( 1/\beta \). The magnitude of \( \beta \) affects how far \( \rho_{n+1} \) is from \( \rho_n \). As noted before, the move limit constraint introduced in \( A_1 \) also limits the change between \( \rho_n \) and \( \rho_{n+1} \), and so, for \( \alpha = \beta \) and fixed \( m \), larger values of \( \alpha \) may accelerate convergence of the algorithm. Also, in light of (3.22), we can improve the performance of the algorithm by varying the step size parameter in the course of the algorithm. For example, we may choose step size \( \tau_n \) in the nth iteration such that \( \tau_n \hat{\tau} \) is a better approximation to the Hessian \( \hat{\nabla} \).

4. Numerical investigations

In this section, we assess the performance of the proposed algorithm and present some numerical results for the compliance minimization problem. First we discuss some implementation aspects and efficiency considerations related to this algorithm. The numerical results are presented next with emphasis placed on the two extreme choices of the projection parameter, namely \( \alpha = 0 \) (the \( L^2 \)-projection) and \( \alpha = \beta \tau \) (the forward–backward algorithm).

4.1. Implementation

In this work, the density field is discretized by means of finite elements which allow for the use of unstructured grids necessary for representing arbitrary design domains \( \Omega \). Given an appropriate set of basis functions \( \{ N_i \}_{i=1}^M \), each admissible density function is written as \( \rho = \sum_{i=1}^M N_i z_i \) where \( 0 \leq z_i \leq 1 \) for all \( i \) and so it is characterized by the vector of nodal values \( z = [z_i]^T \). The Galerkin discretization of (3.10) yields the linear system

\[
(\mathbf{M} + \beta \mathbf{G}) \mathbf{z}_{n+1} = \mathbf{M} z_n - \tau \mathbf{F}_n \tag{4.1}
\]

where \( [\mathbf{M}] = ([N], [N]) \) and \( [\mathbf{G}] = ([N], [\nabla N]) \) are the standard finite element matrices and \( [\mathbf{F}_n] = ([\nabla N], [\nabla N]) N \). Note that the matrix \( \mathbf{M} + \beta \mathbf{G} \) does not change during the course of the algorithm (unless the mesh is changed) and thus can be factored once in the beginning of the algorithm. The cost of solving (4.1) is then negligible during the subsequent iterations. We note that for large-scale problems where factorization is not feasible and iterative solvers are necessary, one could use Krylov recycling (see, for example, [22,35]) to take advantage of the fact only the right-hand-side vector changes in the sequence of linear systems (4.1).

The discrete counterpart to the projection (3.18) is

\[
z_{n+1} = \text{argmin}_{z \in \mathbb{R}^K} \| \mathbf{z} - \mathbf{z}_{n+1}' \|^2 (\mathbf{M} + \alpha \mathbf{G})(\mathbf{z} - \mathbf{z}_{n+1}') \tag{4.2}
\]

where \( \mathbf{z}_{n}' \) and \( \mathbf{z}_{n+1}' \) are defined in an obvious way. Note that minimization problem (4.2) is a sparse (strictly) convex quadratic program subject to simple bound constraints and can be solved efficiently using, for example, the active set method. However, we can again exploit the fact that Hessian \( \mathbf{M} + \alpha \mathbf{G} \) is fixed in the course of the optimization. Using the Cholesky decomposition \( \mathbf{M} + \alpha \mathbf{G} = \mathbf{R}^T \mathbf{R} \), we can write

\[
z_{n+1} = \text{argmin}_{z \in \mathbb{R}^K} \| \mathbf{R} \mathbf{z} - \mathbf{R} \mathbf{z}_{n+1}' \|^2 \tag{4.3}
\]

where \( \| \cdot \| \) is the standard Euclidean norm. Therefore, upon calculation of \( \mathbf{R} \) once in the beginning of the algorithm, we only need to solve a bound constrained sparse least squares problem in each iteration, a simpler problem which can be solved efficiently, for example, by algorithms proposed in [11]. In fact, with this approach, the dominant cost in each iteration of the topology optimization algorithm is computing the compliance sensitivities, i.e., vector \( \mathbf{F}_n \), which requires the solution to the elasticity system (2.2). We remark that this is still the case if one wishes to enforce the volume constraint explicitly (cf. (2.4)). This requires including an additional linear constraint of the form \( \mathbf{v}^T \mathbf{z} \leq \sigma \) where \( \mathbf{v} = \int_\Omega \mathbf{N}_i \mathbf{d} \mathbf{x} \) and the above-mentioned algorithms for solving sparse quadratic programs or least squares problems are capable of handling it.

For the sake of simplicity and following the common approach, we use the same finite element mesh describing the density field to solve the state equation. The concept of generalized isoparametric finite elements ([281]) is fitting as the density field (and consequently \( \mathbf{C}_p \)) and displacement fields are discretized on the same mesh. Within this framework, two accuracy considerations concerning (3.10) and (2.2) should guide the appropriate choice of finite element discretization (type of basis functions and level of mesh refinement). Though, we chose to use a fixed grid for the entire course of optimization for the results in this paper, these criteria can be used to devise an adaptive finite element strategy.

4.2. Results

We consider two benchmark compliance minimization problems, namely the MBB beam problem ([34]) and the bridge problem, whose domain geometry and prescribed loading and boundary conditions are shown in Fig. 4.1. The value of volume coefficient \( \lambda \) was set to 200/\( \Omega \) and 70/\( \Omega \) for these problems, respectively. For all the results, the constituent material \( \mathbf{C}_p \) was assumed to be isotropic with unit Young’s modulus and Poisson’s ratio of \( v = 0.3 \) and the Ersatz stiffness was set to \( \varepsilon = 10^{-4} \). The SIMP penalty parameter, the move limit, and the step size were fixed at \( p = 3 \), \( m = 0.02 \), and \( \tau = 0.75 \lambda^{-1} \) throughout the course of
optimization (i.e., no continuation was carried out) and the convergence tolerance of $10^{-6}$ was used. The initial guess in all cases was taken to be uniform density field with value of 0.5.

The first set of results explores the influence of $\beta$ on the complexity of solutions to the MBB beam problem. The results were obtained using a uniform mesh of $360 \times 60$ standard bilinear quadrilateral elements for both density and displacement fields. Fig. 4.2 shows the solutions obtained using the forward–backward algorithm, i.e., $x = \beta \tau$, for various values of $\beta$. As expected, increase in $\beta$ results in smoother final solutions with fewer but large members. The same is true for the $L^2$-projection (with $x = 0$) as shown in Fig. 4.3. Note, however, that the final densities are nearly binary with this type of projection even for large values of $\beta$. In fact, only 10% of the nodal densities in the solution shown in Fig. 4.3(c) had values in the range (0.05,0.95) in contrast to the 25% for the solution in Fig. 4.2(c) using the forward–backward algorithm. For the sake of comparison, we have computed another measure of discreteness, proposed in [43], and the results are presented in Table 1.

Next we investigate the influence of mesh size on the final densities. The MBB beam problem was solved using finer grids consisting of $600 \times 100$ and $900 \times 150$ elements using the same complexity parameters as in the previous results. The final topologies were nearly identical for all the parameters (forward–backward and $L^2$-projection schemes) and due to the similarity with those obtained from coarser $360 \times 60$ mesh are not shown. In the case of $L^2$-projection, even though we evidently have convergence of the final densities under mesh refinement with respect to the $L^2$-norm, the regularization term $R(\rho)$ blows up (and convergence does not hold in $H^1$). For $\beta = 0.01$, the values of the regularization term for the final solutions were 7.56, 9.89 and 9.93 for the $360 \times 60, 600 \times 100$ and $900 \times 150$ meshes, respectively. We note, however, that the perimeter (total variation of optimal density field) remained bounded under mesh refinement, which suggests a possible connection with perimeter constraint problem. For the case of $\beta = 0.01$, the total variation of the final solutions were 33.3, 32.9 and 32.7, respectively. Similarly, for $\beta = 0.05$, the total variation of the final solutions were 20.1, 19.7, and 19.5, respectively.

We intend to investigate this observation more in our future work but for now we note that the phase field approximation of the perimeter constraint problem is given by (see, for example [11,13])

$$\min_{\rho \in A} \int_{Q} \left( J(\rho) + \gamma \left[ \delta(\rho_1^2 + \frac{1}{2} \int_{\partial Q} W(\rho)dx \right] \right)$$

where $\delta > 0$ and $W(\rho)$ is a strictly positive function that only vanishes at $\rho = 0$ and $\rho = 1$. Observe that the first term is identical to the present Tikhonov regularization term when $\gamma \delta = 2\beta$. Moreover, a binary density field (which is what our algorithm nearly produces
when \( x = 0 \) minimizes the second term in the phase field approximation. This formal argument supports our numerical observations and highlights the fact that the underlying penalization mechanism in SIMP (combined with effects of nonsmooth \( L^2 \)-projection) is an effective replacement for the penalization term in the phase field approximation of the perimeter constraint problem.

![Fig. 4.3. Solutions to the MBB beam problem using the \( L^2 \) projection, i.e., \( x = 0 \), and complexity parameter (a) \( \beta = 0.01 \) (b) \( \beta = 0.02 \) and (c) \( \beta = 0.05 \).](image)

**Table 1**

<table>
<thead>
<tr>
<th>Projection type</th>
<th>( x - \beta \tau \mid \begin{array}{c} 0.01 \ 0.03 \ 0.06 \end{array} \mid \begin{array}{c} \tau \end{array} \mid \begin{array}{c} 0.01 \ 0.02 \ 0.05 \end{array}</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_{u_i} u_i \mid tds )</td>
<td>101.91 101.32 100.72</td>
</tr>
<tr>
<td>( \int f_{\rho} \rho dx )</td>
<td>15.43 16.22 16.83</td>
</tr>
<tr>
<td>( \int f_{\rho} \nabla \rho^2 dx )</td>
<td>5.706 8.626 8.927</td>
</tr>
<tr>
<td>( \frac{1}{2} \int f_{\rho} \rho (1 - \rho) dx (%) )</td>
<td>7.62 13.7 14.7</td>
</tr>
</tbody>
</table>

**Fig. 4.4.** Solutions to the bridge problem using (a) \( L^2 \)-projection, isotropic regularization and structured square mesh (b) \( L^2 \)-projection, isotropic regularization and unstructured polygonal mesh (c) equivalent (same \( \beta \) and \( \tau \) as the previous two cases) density filtering (d) \( L^2 \)-projection scheme with anisotropic regularization term.

**Table 2**

<table>
<thead>
<tr>
<th>Grid size</th>
<th>( 100 \times 50 )</th>
<th>( 150 \times 75 )</th>
<th>( 200 \times 100 )</th>
<th>( 300 \times 150 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of iterations</td>
<td>91</td>
<td>105</td>
<td>94</td>
<td>93</td>
</tr>
<tr>
<td>( f_{u_i} u_i \mid tds )</td>
<td>20.35</td>
<td>20.84</td>
<td>21.22</td>
<td>21.81</td>
</tr>
<tr>
<td>( \int f_{\rho} \rho dx )</td>
<td>25.06</td>
<td>24.43</td>
<td>24.15</td>
<td>23.94</td>
</tr>
<tr>
<td>( \int f_{\rho} \nabla \rho^2 dx )</td>
<td>3.340</td>
<td>3.828</td>
<td>4.214</td>
<td>4.544</td>
</tr>
<tr>
<td>( \frac{1}{2} \int f_{\rho} \rho (1 - \rho) dx (%) )</td>
<td>11.53</td>
<td>11.55</td>
<td>11.54</td>
<td>11.51</td>
</tr>
</tbody>
</table>
The last set of numerical results, shown in Fig. 4.4, is for the bridge problem. The results were obtained for $\beta = 0.02$ and $\alpha = 0$ (i.e., the $L^2$-projection) using a structured square mesh and an unstructured mesh consisting of linear convex polygons (see [45,48] for the finite element formulation). Both meshes are made up of 20,000 elements. The final densities, shown in Fig. 4.4(a) and (b), are nearly identical despite the difference in the choice of the spatial discretization. It is interesting to note that even though the polygonal mesh used was not symmetric about the midspan axis, the final topology is symmetric. A summary of the mesh refinement study for the bridge is given in Table 2. Again we can see that the total variation of final solutions remains constant under mesh refinement while the regularization term grows.

For the sake of comparison, we also solved an equivalent problem (i.e., with the same parameter values for $\beta$ and $\tau$) using the density filtering method (cf. Eqs. (3.14) and (3.15)). It can be seen from Fig. 4.4(c) that the final topology is the same but the density field is heavily smereed. In fact, only less than 48% of the nodal density is recovered from Fig. 4.4(c) that the final topology is the same but the density filtering solution has a value of 33.1% which is nearly perpendicular to the horizontal axis and the corresponding eigenvalues are $b_1 = 0.02$ and $b_2 = 0.08$, respectively. We can see from the solution in Fig. 4.4(d) that the introduced anisotropy of the regularization term breaks the symmetry. The diagonal members on the right half, Fig. 4.4(d) that the introduced anisotropy of the regularization term breaks the symmetry. The diagonal members on the right half, which are nearly perpendicular to $v_2$, are penalized more and are thus collapsed into one member. This example illustrate the potentials of the proposed regularization scheme for control of local orientation and feature size.

5. Concluding remarks

In this work we proposed a simple but effective algorithm for solving the compliance minimization problem with Tikhonov-type regularization. As mentioned before, extensions of the present framework include more sophisticated choices of algorithmic parameters such as $m$ and $\tau$ that can be adaptively changed to speed up or stabilize convergence as well as continuation on the complexity control regularization term (e.g., through the value of $\beta$) to avoid convergence to local minima. Also of interest is an adaptive finite element scheme based on the accuracy considerations pertaining to the representation of design (density) and response (displacement) fields. Additionally, a decoupling of the spatial discretization of these fields can conceivably lead to more computational savings provided that the appropriate and efficient infrastructure (e.g., data structure, transfer operators) is available.

We also find promising the use of operator splitting methods (such as the forward–backward algorithm) for nonsmooth regularization of the topology optimization. In particular, it would be interesting to explore such a decoupling approach for the perimeter constrained problem where the regularization term $k(\rho)$ is defined to be the total variation of the density field $|D\rho|d\mathbf{x}$. In this case, the forward–backward splitting leads to simpler subproblems of the form

$$\min_{\rho \in BV([0,1])} ||\rho - g_0||^2 + k \int_D |\nabla \rho| d\mathbf{x}$$

(5.1)

for which efficient algorithms can be found in the image processing literature (e.g., [15,12]; also see Fig. 5.1 for an example of an image denoising problem). Owing to the simple structure of (5.1), there is no need to approximate total variation by a differentiable functional and therefore the effects of the regularizer can be captured with a high degree of fidelity.

We end with a general remark on the justification of restriction formulations for topology optimization such as the one presented here. Though they seemingly involve an arbitrary modification of the original problem (e.g., requiring the density fields to be uniformly smooth in the filtering method or belonging to a bounded subset of $H^1$ in the present work), such restrictions are more than a theoretical tool since they can be used to enforce manufacturing constraints on the admissible shapes that can be built for engineering applications or, in the case of inverse problems (e.g., obstacle identification), introduce a priori knowledge about the regularity of the unknown geometry. The ultimate test of the resulting algorithms, aside from usual criteria of robustness, feasibility and ease of implementation and computational cost, currently rests on “qualitative” inspection of the final topologies.
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Fig. 5.1. The original image (left) with noise added (middle) and its reconstruction (left) using total variation minimization algorithm of the form (5.1). Images courtesy of [15].

---

Note: The smoothness of filter $F$ depends on $\beta$ for both density filtering and the proposed $L^2$-projection scheme. By contrast, the introduced complexity in the forward–backward algorithm only depends on $\beta$ as evident from (3.22).